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ABSTRACT 
Frustration is used as a criterion for identifying usability 
problems (UPs) and for rating their severity in a few of the 
existing severity scales, but it is not operationalized. No 
research has systematically examined how frustration varies 
with the severity of UPs. We aimed to address these issues 
with a hybrid approach, using Self-Assessment Manikin, 
comments elicited with Cued-Recall Debrief, galvanic skin 
responses (GSR) and gaze data. Two empirical studies 
involving a search task with a website known to have UPs 
were conducted to substantiate findings and improve on the 
methodological framework, which could facilitate usability 
evaluation practice. Results showed no correlation between 
GSR peaks and severity ratings, but GSR peaks were 
correlated with frustration scores – a metric we developed. 
The Peak-End rule was partially verified. The problematic 
evaluator effect was the limitation as it confounded the 
severity ratings of UPs. Future work is aimed to control this 
effect and to develop a multifaceted severity scale. 
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INTRODUCTION 
In the literature on usability research and practice published 
in the 1990s, the severity of a usability problem (UP) is 
primarily defined in terms of cognitive and performance-
based impacts that the UP exerts on users or on developers 
(e.g., [17, 34, 60, 77]). Levels of UP severity are typically 
defined as the extent to which a user or a developer needs to 
spend additional time and effort to achieve a task given or 
to fix the UP identified.  In most of the severity scales 

created more than a decade ago, an experiential criterion is 
rarely addressed. Even when included, it is just briefly 
mentioned, for instance, in Jeffries’s [34] three-level 
severity scheme, an affective term is only stated in one of 
the three levels: Level 2 “Create significant delay and 
frustration” (our emphasis).  Similarly, in [73], frustration 
is mentioned in the serious level, but not in the cosmetic or 
critical level. 

Since the shift of focus from usability to user experience 
(UX) in the field of HCI at the turn of millennium, very few 
attempts have been made to revise UP severity scales in the 
wake of this new emphasis. Hassenzahl [27] proposed a 
relevant model of judgment-driven and data-driven UP 
severity estimates (cf. [50]) in which the notion 
‘psychological cost’ instantiated as human stress is 
included. However, the model is not formalized as a 
severity scale. Meanwhile, while some severity scales have 
been shared informally in social media (e.g., [4]), all remain 
largely non-experiential except Sauro’s [70].  Accordingly, 
the severity (minor, moderate, critical) of a UP increases 
with the degree of irritation (slight, moderate, extreme) it 
causes in users. But this emotion-oriented criterion seems 
secondary to the performance-based one in the two-part 
definition of each of the three levels (e.g., “3 = critical, 
leads to task failure or causes user extreme irritation”) [70].  
Like the previous severity scales, no operationalization of 
irritation is given. Consequently, the degree of irritation is 
primarily based on evaluators’ judgment of users’ verbal as 
well as non-verbal behaviours.  

According to [9, 31], there are at least three different 
systems for measuring emotional responses – affective 
(self) reports, physiological reactivity, and observable 
behaviours. UPs occur when users are interacting with a 
system. In evaluations users are normally not interrupted to 
complete an affective report when a UP happens, and 
measuring physiological data is not yet a commonplace 
practice. Hence, the main source of data for estimating the 
emotional response (or ‘psychologist cost’ [27]) of a UP is 
users’ behaviours from real-time observations and post-test 
video analyses, if available. As such a cost plays a critical 
role in influencing users’ acceptance of the system and their 
sustained motivation in using it [27], we argue that a more 
reliable, objective assessment is necessary. 
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Feeling frustrated is a negative affective response that users 
tend to have when experiencing UPs. Among the list of 
seven criteria for UP identification proposed by [35], two 
are related to users’ emotions, expressing surprise or some 
negative affect; frustration is not explicitly mentioned.  
According to Russell’s [68] circumplex model of affect, 
which has been applied to study a variety of phenomena in 
the field of HCI, including usability evaluation (e.g., [51, 
72,78]), frustration is positioned in the quadrant categorized 
as high arousal (activated) and negative valence 
(unpleasant). Usability evaluation feedback in terms of 
subjective self-reports and objective measures indicate that 
users tend to expend more cognitive as well as emotional 
resources in dealing with UPs than in interacting with a UP-
free system. From both the theoretical and empirical 
perspectives, we hypothesize that users are more aroused 
with negative valence (frustration) when the severity of the 
UP they experience is higher.   

The significance of understanding the relationship between 
frustration and the severity of UPs lies in the implication for 
prioritizing UPs to be fixed [27, 29]. Such prioritization is 
influenced by UP frequencies and severity ratings (the 
review in [69]). However, as discussed earlier, UP severity 
is mainly determined by non-emotional criteria; we query 
whether such prioritization is inherently fallible as the 
experiential aspect of UP is not addressed systematically. 
Furthermore, if users’ overall evaluation of an interactive 
system is dictated by the most severe UP evoking the 
strongest negative affective response, then the highest 
fixing priority should be assigned to such a UP. Hence, we 
have been motivated to explore two related questions: How 
does the strength of a user’s momentary affective response 
vary with the severity of UPs experienced in the course of 
completing a task with a system? To what extent do such 
momentary affective responses influence the user’s overall 
UX evaluation of the system? To answer them, we resort to 
the use of psychophysiological measures.  

With the improved accuracy, ease of use, non-obtrusiveness 
and affordability, certain psychophysiological measuring 
devices have increasingly been deployed in HCI research. 
Particularly widespread is the use of galvanic skin response 
(GSR), which is well-recognized as a reliable tool for 
objectively measuring emotional arousal (e.g., [1,12]). 
While other measures such as heart beat rate, blood 
pressure, EEG, and EMG, could help understand affective 
responses to UPs, we have opted to focus on GSR.  Our 
rationale is to develop a parsimonious framework for 
integrating users’ self-reports with psychophysiological 
data by improving on the methodological approach used in 
[10] where the relationships between GSR, Cued-Recall 
Debrief (CRD) [61] and Self-Assessment Manikin (SAM) 
([9,56]) data were examined.  

Specifically, we have moved beyond [10] in three major 
ways: Quantifying frustration with SAM ratings; 
Understanding the relation between UP-related frustration 

and UP severity with GSR measures and SAM ratings; 
Incorporating eye-tracking data to enrich the cue for CRD 
and to facilitate the interpretation of GSR data. Our hybrid 
approach of integrating self-reported and psycho-
physiological data augments the established usability 
evaluation techniques to systematically address frustration 
induced by UPs. Our approach can also enhance the 
efficiency of video data analysis by marking segments of 
interest as indicated by psychophysiological data.  

Overall, the research goals of our work are: (i) to 
substantiate the emotion-oriented criterion of UP severity 
scales by grounding it in an empirical understanding of 
affective responses to UPs in terms of GSR measures; and 
(ii) to consolidate the methodological approach for 
integrating GSR measures with users’ self-reports. As a 
corollary, we examine the evaluator effect ([30,58,59]), 
which is inevitably a challenge for research studies like 
ours involving UP identification and classification. 

RELATED WORK 
Measuring Frustration 
The emphasis on understanding users’ emotional responses 
before, during and after interacting with a computer system 
demarcates UX from usability [66]. There have been 
debates about the measurability of emotions at the 
theoretical, methodological, and practical levels (e.g., [8, 
45]). The question whether it is more viable to evaluate UX 
as a discrete affective state (cf. six basic emotions [19]) or 
as a vector in a two-dimensional space defined by arousal 
and valence [44, 68] remains contentious. Both perspectives 
face the inherent challenge: emotions are multifaceted and 
ephemeral [11]. The dispute is further complicated by the 
nuanced distinctions among the related notions: affect, 
emotion and mood ([18] for review). While not elaborating 
the related arguments (e.g., [53,62]) here as it entails a 
separate exposition, they have informed our adoption of the 
arousal-valence grid to analyse frustration as a salient 
emotional response to UPs with a hybrid use of objective 
and subjective evaluation approaches. We leniently use the 
terms affect and emotion interchangeably in this paper. 

Frustration has been studied in the field of psychology since 
the 1930s, evolving from being a behavioural phenomenon 
to a cognition-emotion issue (cf. reviews in [6,46,71]).  
Frustration occurs when a need is not satisfied or a reward 
is not delivered within an expected period of time or not at 
all [3,48]. While frustration is a commonly used term to 
describe negative affect resulting from unpleasant 
interactions with computing technologies, it is not included 
in most of the severity scales except [70] where the term 
‘irritation’ rather than frustration is used.  Nonetheless, a 
handful of research studies have investigated ‘computer 
user frustration’ in the context of affective computing (e.g., 
[21,41,71]) and gaming [54] with different goals and 
approaches. For instance, [6] developed a frustration model 
with personal and situational factors, relying on users’ self-
reported affective responses and performance (e.g., time 



lost) in diaries and questionnaires. [21] and [71] 
demonstrated the possibility of automatic detection of 
frustration and non-frustration episodes as a binary variable, 
using different psychophysiological measures and 
sophisticated computational methods (e.g., Hidden Markov 
Models and fuzzy logic), but they did not analyse the 
relationship between the extent of frustration and the 
severity level of the related causes. [71] characterised 
frustration as a multidimensional emotional state lasting 
multiple seconds and argued for the robustness of GSR as a 
measure of frustration, but they caveated the limitation that 
it does not measure the entirety of frustration.   

Galvanic skin response (GSR) & Gaze 
The ability of GSR to measure arousal and thus emotion is 
accounted by the fact that human skin can become 
momentarily a better or worse conductor of electricity, 
contingent on the perception of external (e.g., seeing a 
disgusting image) or internal stimuli (e.g., thinking of an 
anxiety-inducing situation). Utilizing the sweat glands in 
palms is a common and convenient means to measure GSR. 
The palmar sweat increases in response to higher arousal, 
resulting in stronger skin conductance, which is captured by 
a GSR measuring device and displayed as a continuous 
curve. Dynamic fluctuations of GSR data can be observed 
in real time. Wearing a GSR device can impede the hand 
movement and oral communication, given its sensitivity 
[23,54]; the use of think-aloud is thus not possible. Several 
studies [51,76,78] measured GSR data in usability tests and 
confirmed that the skin conductance changed when the 
users experienced stress or some undifferentiated negative 
affect during interaction. But none of them examined if the 
arousal level is associated with the severity of a problem.  

The validity of GSR in measuring emotions can be threated 
by certain factors. More than a decade ago [76] identified 
three major issues, which remain unresolved. First, a 
compelling concern is individual differences in skin 
conductivity and personality traits that influence emotional 
reactions; expressive people generally have a peaked curve 
whereas reserved people have a flatter trace [22]. Hence, it 
is necessary to control for personality factors (NB: we used 
the standardized test Big Five [26] to control it) and to 
normalize GSR data for inter-individual comparisons. 
Second, substantial changes in GSR signals (i.e. peaks) 
suggest emotional responses of a person under scrutiny 
[1,14,36]. However, there is still a lack of standardized 
thresholds for the latency, duration and magnitude of 
responses to recognize certain peaks as having significant 
implications. [21] proposed a technique of detrending of the 
GSR signal by subtracting a 10-second time-varying sample 
mean, but the 10-second boundary seems arbitrary. Third, 
the issue of many-to-one: different emotional states can 
result in the same physical response. The arousal-valence 
grid may be a viable alternative, but the two dimensions are 
known to be not entirely orthogonal [11,44,53].  

The above review implies the need to use multiple methods 
to maximize their respective strengths – the physiological 
approach allows moment-by-moment and non-disruptive 
measures; the self-reporting approach allows personal 
interpretations of cognitive and emotional reactions.   

While GSR data are often taken in tandem with heart beat 
rate or blood pressure, their similar characteristics cannot 
provide researchers or participants with extra support to 
infer the implications of graphical or numeric data. We 
argue that eye-tracking data can be a better alternative. 
People fix their gaze on a stimulus, which may be perceived 
to be interesting or challenging [16] [63]. In viewing 
fixation-based visualizations such as gaze plots, heat map, 
and scan paths, the participant is enabled to recall their 
activities and associated feelings when the data have been 
captured. By the same token, the researcher is enabled to 
identify with higher confidence which stimuli might have 
triggered certain responses in the participant. 

Peak-End-Rule 
Rubin [67] argued that the human minds tend to remodel 
past episodes because of their inability to recall them 
reliably. [24] showed that a few significant events of an 
occasion dominated what people recounted it.  Subsequent 
work [37,38,39] confirmed that the overall experience of an 
episode is highly correlated with the last event and the most 
intense (peak) event. This phenomenon is now widely 
known as the peak-end rule.  It defies the rule of temporal 
monotonicity whereby the magnitudes of positive and 
negative moments of an episode are aggregated to give its 
overall sum of pleasure or pain. [15] confirmed the peak-
end-rule concept based on their empirical study in 
evaluating pleasurable experiences. However, [40] found 
that the end event was more effective than the peak event in 
influencing the overall evaluation of an incident.  In the 
field of HCI research, several studies [10,13,28,40]) have 
explored the applicability of the peak-end-rule in 
understanding interaction experiences. Results about the 
relative strength of the peak and the end event are mixed. 
These studies relied on subjective data (questionnaires, 
diaries) except [10] where physiological data were used. 

Evaluator effect 
The phenomenon of evaluator effect is well recognized 
since the related work first published in the late 1990s [33]. 
Accordingly, usability evaluators analysing the same 
usability test sessions identify markedly different sets of 
UPs. Hence, it is improbable to attain perfect reliability of 
discovering UPs [49]. This issue has been investigated by a 
series of studies known as Comparative Usability 
Evaluation (CUE) coordinated by [58] and revisited more 
recently [30] (see also General Discussion). 

METHODS 
We conducted two empirical studies, designated as Study1 
and Study2, in sequence about six months apart in two HCI 
research labs: one in Aalborg and the other one in Leicester. 
Both studies were aimed to address the same set of research 



goals and hypotheses by improving on the research protocol 
of [10] to investigate the issues about the severity of UPs. 
The major methodological difference between Study1 and 
Study2 is that eye-tracking data were collected in latter but 
not in the former. In reviewing the procedure of Study1, we 
reckoned that gaze data could not only serve as an extra 
pointer with which a researcher might confirm GSR peaks 
with higher confidence and accuracy but also as a stronger 
cue to enable participants to recall details of the events 
contributing to changes in arousal as indicated by GSR 
peaks. We do not aim to merge the data of the two studies.  

Instruments 
Website 
The website Statistic Denmark (www.dst.dk) was selected 
as our evaluation target. An independent empirical study 
shows that the website has a number of UPs with different 
severity, enabling us to observe how participants would 
emotionally respond to different UPs. The original Danish 
version was used in Study1 whereas its English equivalent 
was used in Study2. Participants were asked to complete a 
main search task (similar for both studies), comprising three 
subtasks (the same for both studies) (Figure 1).  

Study1: “Your sister considers opening a restaurant in Vejen. 
How many hotels and restaurants were there in 2012, with one 
person employed?”  
Study2: "Your brother considers opening a construction firm 
in Greve (a region in Denmark). How many construction firms 
were there in 2013 in Greve?" 

1) Find a page that gives an overview of topics on the 
website.  
Note the name of the page here (the heading):[   ] 

2) Choose the topic that you believe leads to the correct 
answer. It is ok to browse through the topics briefly 
before you decide. Don’t go in-depth with all topics. 
Note the name of the page here (the heading):[   ] 

3) Go in-depth with the chosen topic. Can you find the 
answer?  

If YES: What’s the answer? [   ] 
If NO: Try looking under a different topic until you 
find the answer. What’s the answer? [   ]  

Figure 1. Descriptions of the search tasks 

GSR sensor 
The wireless Shimmer3 GSR sensor with the following 
specifications was used: Exosomatic skin conductance 
level/response (SCL/SCR) is measured with two electrodes 
producing a continuous current of 60μA attached to two 
fingers (10kΩ-4.7 MΩ; DC-15.9Hz). The Ag/AgCl 
electrodes used are non-polarizing and a low DC potential 
can reduce the counter-electromotive force or the risk of 
sensor drift. We used the default setup: 0-5 Hz for tonic 
measurements, 0.03-5Hz for phasic ones. In Study2, a 
desktop Tobii T-120 eye-tracker was used to capture 
participants’ gaze data and facial expressions (Figure 2). In 
both studies, the experimenter observed the data stream in 
real time in a location not within the participant’s sight. 

  

Figure 2. Experimental setup (the eye-tracker for Study2 only) 

Self-Assessment Manikin (SAM)   
Lang [43] (cf. [9, 56]) developed this pictorial, nonverbal 
instrument to assess affective responses to an object/event 
along three dimensions: Pleasure (P) is depicted by a scale 
ranging from a smiling, happy figure to a frowning unhappy 
one. Activation (A) (NB: to avoid confusion with the 
arousal measured as GSR, we rename this construct) is 
depicted as a scale ranging from a relaxed, sleepy figure to 
an excited, wide-eye one. Dominance (D) is depicted as a 
scale with an increasing image size; the larger the size, the 
stronger a respondent feels in control of the situation. A 9-
point scale for each dimension is used (Figure 3).  

 

Figure 3. Three 9-point SAM scales – Pleasure (P) on the top, 
Activation (A) in the middle, Dominance (D) at the bottom 

As mentioned in the above review that arousal and valence 
are not entirely independent and may influence each other 
[11,45,53], to address this issue of non-orthogonality and to 
provide a summative measure of frustration instead of 
inspecting three separate ratings, we propose a metric 
known as frustration score (F) by combining the ratings of 
P, A and D as follows: 

F = A * [(10-P) + (10-D)] 

The formula is based on the following assumptions: 
Frustration is primarily caused by UPs; Activation indicates 
the magnitude of Frustration; Frustration is inversely 
proportional to Pleasure and to Dominance. With a 9-point 
scale, we reverse the P and D ratings by subtracting them 
from 10. For a 5-point scale and different orientations of the 
P, A and D anchors, the formula should be adapted.  

Eye-tracker 
Earlier physiological studies demonstrated that an eye 
tracker could be a powerful tool to gain insights into 
people’s cognitive processes in problem-solving such as 
information search in a website [16,52,63]. Fixation 



duration, a common eye-tracking metric, can indicate the 
difficulty level of the information at which a user fixates. 
Based on the GSR peaks identified, a corresponding area of 
interest (AOI) can be derived by forwarding the peak time 
five seconds and back-warding five seconds to create some 
scenes or video segments.   

Big-Five Personality Questionnaire 
A 50-item questionnaire derived from [26] was used. It 
comprises five factors: Extraversion, Agreeableness, 
Conscientiousness, Emotional stability and Intellect/ 
Imagination. Each item was rated with a 5-point Likert 
scale from ‘very inaccurate’ to ‘very accurate’. 

Procedure 
Cued-Recall Debrief (CRD) is a method based on situated 
recall. The method was developed by [61] to elicit 
emotional experiences while not interfering with participant 
behaviour in naturalistic settings. The overall approach is to 
provide cues that enhance participants’ ability to recall 
specific emotions after an event has occurred. This is done 
by re-immersing participants through replay of several 
snippets of video recordings, each showing a specific 
episode of an entire event [61].  To foster re-immersion, it 
is crucial that video recordings resemble a first-person point 
of view. CRD essentially builds on retrospection, and 
several studies have validated the approach. In [61] it was 
found that CRD leads to considerably more detailed 
responses compared to retrospective ratings based on free 
recall. Furthermore, [5] found correlation between CRD 
ratings and real-time physiological measurements in an HCI 
context.  Also, a more recent study applied CRD to elicit 
participants’ emotions (cf. [25]). Thus, although CRD 
builds on retrospection, it has been shown to provide valid 
approximations of concurrent emotions. Additionally, it 
does so without causing interference during interaction.  

In this study, we selected video clips on the basis of real-
time GSR data where peaks were observed (Figure 4).  
Participants were presented one clip at a time and asked to 
provide a running commentary when viewing it and to 
complete the SAM scales (SAMCRD) when the clip was 
finished. This process was repeated for all video clips 
identified for individual participants.  

1. Introduction and setup: The experiments were conducted 
on an individual basis, involving one participant at one 
time. All Study1 test sessions were run by one 
experimenter and all Study2 ones were run by another 
one. A participant was directed to the room where she 
received a piece of paper with the description of the 
search task. The GSR sensor was then attached to her 
hand. After the participant had confirmed that she 
understood the task, the researcher started the sensor. 

 

Figure 4.  Selecting video clips based on GSR peaks. 

2. Creating a baseline: Since the GSR sensor reacts on 
arousal we needed to identify the relaxed state of each 
participant, i.e. peaks of arousal are observed relative to 
a baseline [54,76]. This baseline was measured by 
showing a blank screen for the first 4 minutes, while 
playing a relaxing piece of music. 

3. Completing the task: After the 4 minutes of relaxation, 
the user interface of the system appeared and the task 
could begin. A time limit of 15 minutes was imposed. 
The participant performed the task in silence without 
being asked to think aloud. Upon completing the task, 
she was asked to fill in the SAM scale (SAMAT).   

4. Making verbal comment with CRD: The experimenter 
inspected the GSR data to visually identify peaks. Three 
parameters are factored in our visual peak detection [7]: 
 Latency: From experiencing a UP to SCR: 1s-4s; 
 Rise time: From initial deflection to peak: 0.5s-5s. If 

rise time is less than 1s, the abrupt increase is 
unrealistic and the peak is ignored as artifactual; 

 Recovery: A UP-induced SCR lasts ~10s [21, 76], but 
more than 1 SCR can happen within a 10s window, 
caused by the same or different UPs. If the recovery 
limb of a wave declines to 63% of the initial SCL 
before the SCR and the wave rise again, then we count 
them as 2 peaks, else they are merged as one. 

We did not use phasic SCR amplitude, which ranges 
from a threshold of 0.05μS (micro-Siemens) to 8μS and 
varies much with context. Rather than using an arbitrary 
value, we aim to derive it from a larger dataset in future. 
Upon detecting a peak, the experimenter would then 
move backward 5s before and forward 5s after each peak 
point. This 10s window1 allowed the latency between the 
perception of triggering stimuli and the manifestation of 

                                                           
1 In the related literature, the time lapse between an onset of a 
stimulus and the expression of emotional response is inconsistent 
and seems arbitrary, ranging from 3s [76], 5s [54] to 10s [21]. 



emotional responses and also provided more contextual 
information for the participant to recall the situation.   
The participant was then shown this part of the video 
(the screencast of the website with the user’s face 
superimposed in the lower corner; in case of Study2 the 
gaze plots were additionally displayed), and asked to 
freely describe her own thoughts as to what she might 
have reacted to, and how. If the participant was able to 
deduce a reaction, the peak was noted along with her 
description of the event.  In other words, some high GSR 
peaks would not be further analysed if the participant 
could not relate them to any internal or external stimuli.  

5. Completing the Big-Five Personality Questionnaire: The 
participant was asked to complete the paper-based 
questionnaire after the task had been done. 

Participants 
Study 1 
A sample of 36 MSc students in Computer Science was 
recruited. All had experience in usability evaluation. They 
were randomly assigned to one of the two roles: a) 
Participants (N=21, Age: mean=23.4, SD=2.67) carrying 
out individually a search task with the website and 
subsequent evaluative activities. Five of them have never 
used the website under evaluation, four have used it on a 
monthly basis, and 12 on a yearly basis. None of them have 
ever searched for the specific information required in the 
task. There were no significant differences in any of the 
five factors of the Big-Five questionnaire, suggesting that 
personality traits are comparable between participants. In 
theory they could all have been (equally) emotionally 
sensitive. b) Evaluators (N=15, Age: mean = 22.7, 
SD=2.82) analysing video-clips to identify UPs and rate 
their severity, first individually and then collaboratively.   

Study 2 
A sample of 20 postgraduate students in different 
disciplines was recruited. They were approached randomly 
on campus without any specific selection criterion. Their 
participation was voluntary without any reward. Their 
average age was 26.5 years (SD = 5.41). None of them have 
used the website before or received any training in usability 
evaluation.  No significant differences in any of the five 
factors of the Big-Five questionnaire were found. 

Hypotheses (H) 
The severity of a UP, the level of arousal, and the level of 
frustration are constructs that are measured as severity 
ratings, GSR peaks, and frustration scores, respectively.  

H1: The higher the severity of a UP, the higher the level of 
arousal experienced by a user; the correlation between the 
severity ratings of UPs and GSR peaks is significant.  

H2: The level of arousal increases with the level of 
frustration a user experiences when dealing with UPs; the 
correlation between GSR peaks and frustration scores is 
significant 

H3: The level of frustration increases with the severity of a 
UP; the correlation between the severity ratings of UPs and 
frustration scores is significant.  

H4: The level of arousal increases with the level of positive 
affect a user experiences when interacting with the website; 
the correlation between GSR peaks and SAMCRD ratings is 
significant; 

H5: The highest and last peaks of arousal influence the 
overall user experience evaluation of the website after the 
task; the correlations between the highest peak and SAMAT 
ratings and between the last peak and SAMAT are 
significant. 

Note that H1, H2, H3 and H5 are evaluated in both Study1 
and Study2.  H4 is evaluated in Study2 only. 

DATA ANALYSIS 
Normalization of GSR data 
The GSR data were smoothed by excluding large abrupt 
SCL changes (i.e., 5 standard deviations outside the group 
SCL mean occurred in < 1s) apparently caused by artifacts 
(e.g., moving hand). As individual differences in 
physiological data are known to be immense [12], it is 
necessary to normalize the GSR data to perform a group 
analysis. In reviewing the literature, different computational 
methods for normalization have been applied in HCI 
research studies (e.g., [14, 51, 54, 76, 78]). We adopted the 
following method as it is logically sound: 

Normalized GSR(i):  
= [(GSR(i) - GSRmin) / (GSRmax - GSRmin)] *100     

where GSRmin and GSRmax are global minimum and 
maximum GSR of all the data collected for individual 
participants, from the start of the baseline period till the end 
of the test session [54]. Arguably GSRmin is likely to be 
close to the average of the signals during the baseline 
period when a participant is assumed to be in a relaxed and 
emotionally neutral state.  

UP Identification and Severity Ratings 
Study1 aimed to demonstrate the practicality of training 
novice evaluators to identify and rate the severity of UPs 
with our hybrid approach based on GSR, SAM and CRD. In 
Study2, only expert evaluators were involved. 

Study1 
All video data together with CRD transcripts were analysed 
individually. Each evaluator made a list of the UPs detected 
along with severity ratings. To enhance the reliability of UP 
identification, all the evaluators were asked to apply 
predefined problem criteria based on [35] and were asked to 
describe each UP using a structured template [32] to 
facilitate UP matching. The evaluators were then grouped 
into a three-member team (Team 1-5) to merge their lists of 
UPs by applying the User Action Framework [2].  

UP severity was rated using Sauro’s scale [70]:  
1: “Minor” - Causes some hesitation or slight irritation 



2: “Moderate” - Causes occasional task failure for some 
users; causes delays and moderate irritation  

3: “Critical” - Leads to task failure; Causes user extreme 
irritation  

A non-UP-based category ‘4’ is labelled as “Insight/ 
Suggestion/Positive” where users mention an idea or 
observation that may enhance the overall experience or 
express positive affect. When no UP was detected, ‘0’ was 
given. As the evaluators of Study1 focused on identifying 
and rating UPs, they did not report any category ‘4’.  Note 
that the evaluators had no access to GSR peaks or SAM 
ratings when assessing severity. The emotional criterion 
“irritation” was evaluated based on participants’ comments 
and facial expressions captured in CRD clips. Those clips 
were made by the experimenter after the test sessions. 

Each team was randomly assigned to evaluate the clips of at 
least 10 participants. Each clip had the severity ratings 
given by 2 to 4 teams of evaluators except the first 
participant (P1) whose clips had the ratings given by all 5 
teams. Pairwise weighted Cohen’s kappa (Kw) was 
computed for the UP severity ratings to estimate inter-rater 
reliability. In cases with more than two teams, Kw of each 
pairwise combination was calculated. The pair with the 
highest Kw was selected and the average of the severity 
ratings of those two teams was computed. The values of 
Kw so obtained ranged from 0.07 (poor) to 0.78 (excellent). 
These results can further confirm the notoriety of the 
evaluator effect [30]. As all teams were involved in rating 
the clips of P1, the rating ability of each team could be 
compared by adding up pairwise Kws for each team (e.g., 
accumulated pairwise Kws of Team 1 is the sum of Kw of 
Team 1-2, 1-3, 1-4, 1-5). Team 2 had the highest 
accumulated Kws, followed by Team 4. For those cases 
with Kw below 0.4, the severity ratings made by Team 2 or 
Team 4 were used, as at least one of these two teams was 
involved in rating each of the participants’ clips. 

To compare with the teams’ findings, two HCI experts with 
more than 10 years of experience in usability research and 
practice were involved. The experts independently 
conducted usability tests of the website with the same 
search task prior to this study with the traditional think-
aloud approach and produced a list of UPs with severity 
ratings. Based on the empirical data of that earlier and this 
study, the experts matched the two lists of UPs. Pairwise 
Kws were computed between the experts’ and novices’ 
severity ratings; the Kws ranged from 0.1 to 0.6. We report 
the findings of both types of evaluators.   

Study2 
Two HCI experts with 15 and 8 years of experience in 
usability research were involved to evaluate the severity of 
UPs independently. As mentioned earlier, the peaks for 
which the participants could not recall any specific 
emotional response were eliminated.  Each expert inspected 
individual clips. The superimposed gaze plots were used to 
analyse the search behaviours. The transcripts of the verbal 

comments made during CRD were referenced to 
consolidate the severity ratings.  A step beyond Study1 is 
the use of the category ‘4’ – positive affect, for instance, 
when the search was observed to proceed smoothly along 
with positive comments such as ‘I was confident I found the 
answer”, “I felt in control”.  The Kw for 5 categories was 
0.6. The two experts discussed discrepant ratings to reach 
consensus, consolidating the ratings with Kw of 0.79.  

RESULTS  
Descriptive Statistics 
Study1 
As the GSR data of two of 21 participants were corrupted 
and thus discarded, the results were based on the remaining 
19 datasets. Altogether 192 GSR peaks were identified 
(Mean=10.11; SD=3.35). Table 1 shows how expert and 
novice evaluators were discrepant in categorising the peaks.  

 ‘1,2,3’= UP ‘0’ =Non-UP* 
Expert 149 (Mean = 7.84, SD =3.04) 43 (Mean=2.26, SD=1.69)
Novice 154 (Mean = 8.11, SD=3.13) 38 (Mean=2.0, SD=1.41) 
*27 of the peaks were commonly identified by experts and novice 
evaluators as non-UPs. 

Table 1. Distribution of the GSR peaks over the four 
categories of the severity scale (Study1). 

Four participants were able to accomplish all three subtasks 
with correct answers; the task completion rate was 21%; 

Study2 
The GSR data of one participant were corrupted and thus 
discarded. As shown in Table 2, 184 (74%) of the GSR 
peaks identified are related to UPs of different severity 
levels (category ‘1, 2, 3’) whereas 45 (17.5%) are related to 
positive causes (category ‘4’); 22 (8.5%) are in category 
‘0’, without any identifiable trigger. 

Category All 5 ‘1,2,3’= UP ‘0’ =Non-UP ‘4’= Positive 
Total 251 184 22 45 
Mean 12.9 9.68 1.1 2.25 

SD 4.72 4.47 1.59 1.89 
Table 2. Distribution of the GSR peaks over the five categories 

of the severity scale (Study2) 

Despite the fact that some participants answered all three 
subtasks, none of their responses were correct. The task 
completion rate was essentially zero.   

GSR, Severity & Frustration Correlations 
To verify H1, H2 and H3, correlations between GSR peaks, 
severity ratings, SAM ratings taken after each CRD episode 
(PCRD, ACRD, DCRD), and the frustration score were 
computed.  

Study1 
Table 3 shows the results concerning the UP-related GSR 
peaks. Contrary to our hypothesis, GSR peaks are not 
significantly correlated with UP severity ratings (H1 
rejected).  On the other hand, GSR peaks are significantly 
correlated with frustration scores (H2 confirmed), which, 
however, are not significantly correlated with UP severity 
ratings (H3 rejected). These results can partially be 



accounted for by the phenomenon of the evaluator effect 
[30] (see General Discussion). 

 Severity  PCRD ACRD DCRD FS 
UP-

related 
GSR 
peaks  

Expert 
(n=149) 

.03 -.12 .07 -.23** .18* 

Novice 
(n=154) 

-.01 -.17* .05 -.31** .22** 

 
Severity 
Ratings 

Expert (n =149) .10 -.12 .08 .11 
Novice (n=154) -.15 .02 -.15 .14 

Table 3.  Study1: GSR peaks correlate with UP severity 
ratings, SAM ratings of CRD and Frustration Scores (FS). 

Negative correlations were found between GSR peaks and 
Pleasure (moderately significant) and between GSR peaks 
and Dominance (highly significant). The findings suggest 
that the less pleasant (more frustrated) and less in control of 
the situation (stronger fear) a participant felt, the higher the 
GSR peaks. This lends further support to our method of 
reversing Pleasure and Dominance ratings to derive the 
frustration score. 

The interpretations are consistent with the results that 
Pleasure are negatively correlated with Activation (N =149, 
r = -.29; N = 154, r =-.31; p<.01) and that Pleasure are 
positively correlated with Dominance (N =149, r = .41; N = 
154, r =.37; p<.01) for both sets of GSR peaks categorised 
by expert and novice evaluators. In contrast, there is no 
significant correlation between GSR peaks and Activation. 
There are no significant correlations between Activation 
and Dominance (N=149, r = -.07; N = 154, r = -.11; p>.05) 
with a negative correlation tendency.  

Study2 
Results similar to Study1 were obtained (Table 4): No 
significant correlation between GSR peaks and severity 
ratings is found (H1 rejected); GSR peaks are significantly 
correlated with frustration scores (H2 confirmed).  Unlike 
Study1, severity ratings are significantly correlated with 
frustration scores (H3 confirmed). This confirmed 
relationship implies that UPs of higher severity as judged 
by the evaluators are subjectively perceived to be more 
frustrating by the participants. Such a concurrence is 
seldom assessed in usability tests as moment-by-moment 
evaluation is rarely performed in real-life practice.    

Other than the seemingly unavoidable evaluator effect, we 
cannot identify any plausible reason for the non-significant 
relation between GSR peaks and severity ratings.  

N = 184 Severity  PCRD ACRD DCRD FS 
UP-related 
GSR peaks 

.04 -.21** -.16* -.11 .20** 

Severity 
ratings 

-------- -.21** -.29 -.13 .22** 

Table 4. Study2: Correlations between GSR peaks, severity 
ratings, SAM ratings after CRD, and Frustration Scores (FS) 

No significant correlation between the GSR peaks for 
positive affect (category ‘4’) and SAMCRD is found (N =45; 

PCRD, r=-.20; ACRD = -.09; DCRD = -.12).  H4 was rejected. The 
observation that positive affect is not related to arousal can be 
explained by the assumption that good usability is a hygiene 
factor [79]. 

Peak-End Rule 
Study1 
SAMAT were taken right after the participant had completed 
the task or when the time limit of 15 minutes was reached.  
In addition, SAMCRDs were taken right after each CRD 
episode, the number of SAMCRDs varied with the number of 
GSR peaks identified for individual participants. The two 
SAMCRDs that are of particular interest are those taken at the 
highest peak and the last (or end) peak (NB: the last peak is 
a valid proxy for the end point; no significant difference 
between the two variables). The subscales are designated as 
PHIGH, AHIGH, DHIGH and PEND, AEND, DEND, respectively. 
Correlations between the SAM ratings taken after the task, 
at the highest Peak and end Peak were computed. While 
most of the correlations are insignificant, the significant 
ones are the corresponding counterparts (Table 5): AAT to 
AHIGH; DAT to DHIGH; PAT to PEND; DAT to DEND.   
 SAMAT After the Task 

PAT AAT DAT 
SAMCRD at 
Highest 
Peak 

PHIGH .39 -.21 .16 
AHIGH -.11 .65** .10 
DHIGH .20 -.24 .48* 

SAMCRD at 
End Peak 

PEND .58** -.02 .08 
AEND -.03 .42 .13 
DEND .08 -.38 .48* 

Table 5. Study1 - Correlations between SAM ratings taken at 
different times (N = 19). 

With regard to the Peak-End rule, while we caution that this 
may not be a causal relationship, the correlational results 
suggest that the post-task evaluation of Dominance (DAT) 
could be shaped by the most recent emotional response 
elicited by the last UP as well as the most intense emotional 
response elicited by a UP. In some cases, the last and most 
intense peaks were related to the same UP. However, such a 
UP was not necessarily judged to be the most severe (i.e. 
level ‘3’).  On the other hand, the post-task evaluation of 
Pleasure (PAT) and Activation (AAT) tend to be shaped by 
the last UP. To further investigate the Peak-End Rule, one 
plausible approach is to perform a multivariate analysis 
with the GSR measure at the highest peak and that at the 
end point (or the last peak) of the task being two predictors 
and the three SAMAT subscales being criteria. However, the 
sample size (N = 19) is too small to allow such a statistical 
analysis. Summing up, the mixed patterns of the 
relationships between SAMAT, SAMHIGH and SAMEND 
suggest that H5 is partially confirmed. 

Study 2 
Like Study1, correlations among SAM ratings taken at 
different times were computed (Table 6). While eliminating 
the clips categorised as ‘0’ (no identifiable trigger), those 
categorised as ‘4’ (positive affect) are included for 



computing the correlations. Results show that the emotional 
responses reported at the end peak are strongly related to 
the overall user experience evaluation of Pleasure and 
Dominance but not to that of Activation.  A similar pattern, 
albeit to a lesser extent, is observed for the highest peaks.   
 SAMAT After the Task 

PAT AAT DAT 
SAMCRD at 
Highest 
Peak 

PHIGH .52* -.01 .43 
AHIGH .41 .20 .56* 
DHIGH .50* .36 .42 

SAMCRD at 
End Peak 

PEND .56* .06 .25 
AEND .59** .22 .61** 
DEND .47* .17 .59** 

Table 6. Study2: Correlations between SAM ratings 
taken at different times (N = 19). 

The findings suggest that the participants tended to 
remember the valence rather than arousal of their emotions 
and that the end peaks as compared with the highest peaks 
had a stronger impact on the overall user experience 
evaluation.  In fact, six of the 19 end peaks belong to the 
category ‘4’- positive affect. Although these participants 
might have struggled during the search, they rated Pleasure 
high when they eventually found an answer, irrespective of 
its correctness, close to the end of the episode.    

This observation seems consistent with that of [40], who 
argued that the highest peak might not always effectively 
influence the post-task subjective rating as compared with 
the last event, which could have a significant effect on the 
overall rating. Similarly, [28] also stated that the overall 
evaluation of the system’s usability tended to be more 
strongly influenced by the mental effort enacted in the later 
stages of the episode (i.e., the recency effect [28]).  
Nonetheless, like Study1, we can only partially confirm H5 
because of the insignificant correlations for Activation in 
both the highest and end peak conditions. 

Previous research shows that retrospective affective ratings 
such as SAM tend to be different from their concurrent 
counterparts due to the memory gap or certain contextual 
factors [42,57]. People tend to report on an episode by 
referring to the most painful or most enjoyable moment, 
which influences their overall evaluation of the episode [38, 
39,64]. In Study1 and Study2, basically SAMCRD are not 
concurrent ratings because the participants were asked to 
re-immerse in the recorded interactions and evaluated their 
re-felt emotions.   

GENERAL DISCUSSION 
To recap, Study2 was conducted with the dual purpose of 
substantiating the empirical findings of Study1 and 
improving on the methodological approach of Study1.   

 H1 H2 H3 H4 H5 
Study1    n/a  
Study2      

Note: : rejected; : confirmed;  : partially confirmed 
Table 7.  Summary of the outcomes of the five hypotheses. 

Table 7 summarises the outcomes of the hypothesis testing. 
Our mixed results support the argument that mapping the 
inclusive psychophysiological response to a multifaceted 
emotional experience like frustration is a very challenging 
process, as it is complicated by a person’s cognitive and 
motor activities and other contextual stimuli [47]. Despite 
strong evidence for the reliability of GSR to measure 
arousal, there are still inconsistent results (e.g., [20,55]). 

Ordering Effect and Evaluator Effect 
We found the non-significant correlation between GSR 
peaks and UP severity ratings baffling, and proposed as an 
explanation the ordering effect of UPs on emotion. After 
experiencing a UP, a user’s frustration may either be 
intensified or dampened when the UP recurs, depending on 
the coping strategy the user has developed [74]. For 
instance, the user may choose to ignore the UP to remain 
calm; in this case, her GSR decreases rather than increases. 
The first-occurring UPs may evoke direct emotional 
responses with minimal cognitive interpretation. When the 
same problem happens again, the user tends to reflect more 
on it and emotionally responds differently. To evaluate this 
assumption, we extracted two sets of UPs from individual 
participants: ‘first retained’ (keeping UPs a user 
experienced for the first time and removing their 
recurrences); ‘recurring retained’ (removing the first 
experienced UPs and keeping the recurrences). In both 
cases, UPs experienced only once are retained. We 
hypothesized that there would be a significant correlation 
between GSR peaks and severity ratings in the case of ‘first 
retained’. But there remains no significant correlation, 
disconfirming our hypothesis of the ordering effect.   

The evaluator effect [33] is then the most plausible reason. 
This recalcitrant problem has recently been revisited by 
[30], who provided further evidence for it. They put 
forward several reasons of which two are more relevant to 
our work. First, a situation characterised by judgment and 
uncertainty is prone to discrepant interpretations [65]. In 
our study, two judgments needed to be made – whether 
GSR fluctuations signify relevant changes in a user’s 
emotional states; how much cognitive and emotional cost 
UPs incur in a user. The lack of standardized thresholds for 
judging the relevance of GSR peaks [76] and the lack of 
operationalised criteria to judge the impact of UPs on a 
user’s performance (how long a delay is to be considered 
severe) and emotion (how frustrated a user feels is deemed 
critical).  Second, the role of domain knowledge in 
assessing UPs is crucial. The evaluators of Study1 should 
have higher familiarity with the website as compared with 
those of Study2. However, the e-government website we 
used as the evaluation target in our studies is comparable to 
the e-commerce website used in [30] in terms of general 
understanding of web-based search expected from their 
users, one could argue that knowledge should not play a 
decisive role here. Overall, we tend to agree on [30] that the 
evaluator effect cannot be eliminated but can only be 
managed to mitigate its undesirable impact. 



Implications for Usability Evaluation Practice 
The basic motivation driving this work was to explore 
whether psychophysiological measurement as accessible as 
GSR can facilitate usability evaluation, especially with 
regard to the extent of frustration induced by UPs of 
different severity. Using GSR peaks as markers to identify 
episodes of interest can support both data capture and data 
analysis. It can engage participants in retrospective think-
aloud and relieve evaluators from sifting through an entire 
length of video to focus on specific segments, thereby 
improving the validity of verbal comments and the 
efficiency of analysing them. The informativeness of video 
data can be enhanced by superimposing them with gaze 
plots; the goal we attempted to achieve in Study2.  While 
using eye-tracking for usability evaluation is not new [16], 
combining it with GSR can exploit the potential of both.  

As discussed earlier, frustration is a multifaceted construct 
[71].  It can be treated as an amalgamation of anger, fear 
(low dominance) and unhappiness (unpleasant).  Hence, we 
addressed this issue by deriving a formula for computing a 
summative frustration score based on the three SAM 
subscales. The confirmed relation between GSR peaks and 
frustration scores lends further empirical support to the 
utility of GSR data for identifying relevant interaction 
episodes in usability evaluation. When the situation does 
not allow post-test CRD exercises (e.g., time constraint), 
GSR data alone are still useful for extracting relevant video 
segments for further analysis.  

The observation that no significant differences in the SAM 
ratings taken at different points of time could be found is 
attributable to the short duration of our test sessions.  What 
is the longest time gap between the actual interaction and 
CRD that allows effective re-immersion to produce valid 
comments? This will be an empirical question for the future 
work. Findings of the SAM subscale Activation (Arousal) 
are puzzling. It may be attributed to the rather ambiguous 
figures with the ‘explosive chest’ (cf. the facial expressions 
of Pleasure and varying sizes of Dominance, which are 
arguably less ambiguous). Although the definition of 
Arousal from [9] was instructed to the participants, some 
might have difficulty in relating the extent of their 
emotional responses to those figures or even in estimating 
such an extent themselves.  As compared with the previous 
studies examining the relationship between GSR and 
emotions (mostly stress), verbal questionnaires such as 
NASA-TLX and DSSQ [55] were employed. It is intriguing 
to find out if different results will be obtained if a verbal 
questionnaire is used.   

Limitations 
As a strength as well as a weakness is our reliance on a 
single type of psychophysiological measure. With our goal 
of developing a parsimonious framework for practice, we 
opted for the relatively more reliable, affordable and least 
intrusive device - GSR. The inclusion of other measures 
such as heart beat may shed some light on understanding 

frustration induced by usability problems. Eye-tracking data 
are more for understanding cognitive rather than emotive 
behaviour, although, in combination with other data, they 
can contribute to the analysis of user experience. 

The involvement of student evaluators in Study1 had the 
purpose of assessing the practicality of the proposed hybrid 
approach. When it was demonstrated to be workable with 
novices, a stronger claim of its applicability could be stated. 
This inevitably complicated the procedure, and might have 
made the evaluator effect more acute than otherwise.   

Psychophysiological data typically require a large number 
of datasets to derive consistent patterns, given the huge 
individual differences in emotional responses. The modest 
sample sizes of both Study1 and Study2 restrict the use of 
multivariate analysis and other sophisticated computational 
models. 

We might have omitted some data by not conducting CRD 
with non-peak video segments. Our study was based on the 
relation between computer user frustration and GSR. While 
we cannot eliminate the odds that some users may not have 
GSR to UPs, it is reasonable to assume such instances are 
relatively low.  We are aware of this limitation but struggle 
to address it. A peak segment is typically 10s long. If we 
applied this length to segment non-peak periods, the 
number of clip to be viewed and SAM to be filled by users 
would be overwhelming, evoking negative feelings that 
could confound the results. As our future work, we aim to 
develop an approach that allows us to collect such data 
effectively and reliably. 

CONCLUSION 
Can psychophysiological data tell us about the relationship 
between frustration and the severity of usability problems? 
Our answer is affirmative albeit with some caveats. While 
we detected the significant correlation between GSR peaks 
and frustration scores, the assumed relationship between UP 
severity ratings and GSR peaks was not verified. We argued 
that the inevitable evaluator effect could be the major cause. 
As recommended in [30] and also practised in our study, 
multiple evaluators and a group process to negotiate 
discrepancies could help mitigate the evaluator effect.  But 
what is still missing and much needed are more structured, 
explicitly operationalised and multifaceted (performance- 
and emotion-based) criteria for a severity scale. Our 
research addressed this gap by proposing an approach to 
quantify frustration based on subjective data and correlate it 
with objective data. The rationale is to provide empirical 
evidence (GSR, self-reported data) for evaluators to cross-
check severity ratings, which currently rely on subjective 
judgment. More research needs to be done to streamline the 
approach. But overall, we have made some important steps 
towards the development of a well-defined UX-relevant 
severity scale that can minimise the evaluator effect.  
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