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Usability evaluations provide software development teams with insights on the degree to which software

applications enable users to achieve their goals, how fast these goals can be achieved, how easy an application

is to learn and how satisfactory it is in use. Although such evaluations are crucial in the process of developing

software systems with a high level of usability, their use is still limited in small and medium-sized software

development companies. Many of these companies are e.g. unable to allocate the resources that are needed

to conduct a full-fledged usability evaluation in accordance with a conventional approach.

This paper presents and assesses two new approaches to overcome usability evaluation obstacles: a

barefoot approach where software development practitioners are trained to drive usability evaluations; and

a crowdsourcing approach where end users are given minimalist training to enable them to drive usability

evaluations. We have evaluated how these approaches can reduce obstacles related to limited understanding,

resistance and resource constraints. We found that these methods are complementary and highly relevant for

software companies experiencing these obstacles. The barefoot approach is particularly suitable for reducing

obstacles related to limited understanding and resistance while the crowdsourcing approach is cost-effective.

© 2015 Elsevier Inc. All rights reserved.
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1. Introduction

Usability is a quality attribute of a software application that reflects

“the extent to which a product can be used by specified users to

achieve specified goals with effectiveness, efficiency and satisfaction

in a specified context of use” (ISO, 1998). Usability evaluations provide

software development teams with insights on the degree to which

software application enable users to achieve their goals, how fast

these goals can be achieved, how easy an application is to learn and

how satisfactory it is in use (Rubin and Chisnell, 2008).

Despite the general agreement that usability evaluations are cru-

cial in the process of developing software systems with a high level

of usability, their adoption is still limited in small and medium-sized

software development companies (Bak et al., 2008; Ardito et al., 2011).

1.1. Obstacles for adopting usability practices

Studies from around year 2000 started to examine a range of ob-

stacles prohibiting adoption of usability practices in software devel-

opment companies. The obstacles identified in some of the first stud-

ies by Gunther et al. (2001) and Rosenbaum et al. (2000) include
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esistance towards usability practices by members of development

eams, limited understanding of the usability concept and resource

onstraints. A few years later, Gulliksen et al. (2004) made a similar

tudy uncovering factors for successful adoption of usability practices

n Swedish companies. One of the key factors was to obtain acceptance

rom the development team, which is related to the resistance obsta-

le identified in the earlier studies. More recently, Bak et al. (2008)

nd Ardito et al. (2011) studied obstacles in Danish and Italian com-

anies, respectively. Bak et al. (2008) found the main obstacles to be

erceived resource constraints, limited understanding of the usability

oncept and resistance among development team members towards

dopting usability practices. Similarly, Ardito et al. (2011) found the

ain obstacle to be related to perceived resource constraints. These

tudies have identified several causes for limited adoption of usability

ractices, but they generally agree that the three main obstacles are

erceived resource constraints, limited understanding of the usabil-

ty concept and methods, and developer resistance towards adopting

sability practices.

Even though these obstacles have been known for over a decade,

hey are still highly relevant. Perceived resource constraints are es-

ecially important in small and medium-sized software development

ompanies. Typically, such companies do not have funding for com-

rehensive consultancy or hiring usability specialists (Häkli, 2005;

uristo et al., 2007; Scholtz and Downey, 1998) as they are exceedingly

xpensive (Nielsen, 1994). The resistance obstacle concerns the level
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f acceptance, where problems identified through usability evalua-

ions are not always accepted by members in the development team

Bak et al., 2008). Resistance also encapsulates low priority on fixing

f identified usability problems whereas implementation of function-

lity and bug fixing have higher priority (Bak et al., 2008). Limited

nderstanding of usability reflects that software development prac-

itioners and management have no (or very limited) knowledge of

he usability concept and the related core methods (Gulliksen et al.,

004).

.2. Overcoming the obstacles

The literature on usability evaluation includes a variety of means

hat have been proposed to overcome the obstacles towards adoption

f usability practices in software development companies. A signifi-

ant number of these proposals are based on the idea that software

evelopment practitioners should conduct their own usability evalua-

ions. It is typically argued that if software development practitioners

re enabled to conduct usability evaluations, it will lessen the need in

mall and medium-sized companies to employ usability specialists,

nd this will resolve challenges in relation to resource constraints.

oreover, letting software development practitioners conduct us-

bility evaluations will provide them with first-hand observations of

sers, which in turn will overcome the obstacles related to limited un-

erstanding and resistance. Software development practitioners are

enerally lacking usability evaluation skills (Gulliksen et al., 2004),

hus some proposals employ this approach:

(1) A method approach where software development practition-

ers are provided with methods to support them in conducting

usability evaluations

he assumption is that software development practitioners can con-

uct their own usability evaluations if they are provided with the

ight methods. An early example of this is Nielsen’s (1992) study of

he performance of specialists, non-specialists and double-experts in

onducting heuristic inspection.

A different group of proposed solutions to overcome the key ob-

tacles focus on tools instead of methods, thereby relating to this

pproach:

(2) A tool approach where software development practitioners are

provided with tools to support them in conducting usability

evaluations

he assumption is that a tool can replace some of the skills that are

eeded when conducting a usability evaluation. The tool can be ei-

her a software tools or a conceptual tool. One example is a software

ool aimed to support the transformation of raw usability data into

sability problem descriptions (Howarth, 2007; Howarth et al., 2007).

nother example is a conceptual tool aimed to support identification

f usability problems in a video recording or a live user session (Skov

nd Stage, 2005).

The method and tool approaches have been studied to a great

xtent. Less research has been committed to the idea of training soft-

are development practitioners who are usability novices to conduct

sability evaluations. This is summarized as:

(3) A barefoot approach where software development practition-

ers are trained to drive usability evaluations

he assumption is that software development practitioners who have

ittle to no knowledge on how to conduct usability evaluations can

e trained to achieve basic evaluation skills. Häkli (2005) presents a

tudy in which she trained software development practitioners with-

ut a usability background to conduct heuristic inspections and user

ased evaluations. Høegh et al. (2006) conducted a study of usabil-

ty evaluation feedback formats where they examined how software

evelopment practitioners’ awareness of usability problems could be
ncreased; one of these formats was to let practitioners observe a

ser-based evaluation and thereby involve them directly in the pro-

ess. Although no training was done in that study, it is an example of

ncluding the developers in the evaluation process in order to increase

wareness.

An entirely different idea is to involve end-users in usability eval-

ations. It is argued that if end users are able to conduct such evalua-

ions, it will lessen the need for small companies to employ usability

pecialists. This can be summarized in this approach:

(4) A crowdsourcing approach where end users are given mini-

malist training to enable them to drive usability evaluations

he assumption is that end users provided with minimalist training in

riving usability evaluations will alleviate the need to involve usabil-

ty specialists. This was originally proposed by Castillo et al. (1998)

s a feasible alternative to traditional usability evaluations conducted

y usability specialists. A main purpose of their User reported Critical

ncident (UCI) method was to reduce the amount of resources re-

uired for having usability experts analyze data from system usage.

nstead, users would receive minimalist training in identifying and

escribing usability problems after which they would report the prob-

ems (Castillo et al., 1998).

.3. The barefoot approach

The barefoot approach has been suggested as a way of overcoming

he key obstacles towards adoption of usability evaluation practices.

ith this approach, existing software development practitioners are

rained to plan and conduct usability evaluations and to take on the

ata logger and test moderator roles. The practitioners are also trained

o analyze usability data and fix identified problems. These developers

ould continue doing their usual development tasks, but would also

e conducting usability evaluations.

This approach inherits the idea behind the barefoot doctors that

merged during the Cultural Revolution in China in the 1960s. Ac-

ording to Daqing and Unschuld (2008), getting healthcare services

mbedded in the rural areas of China was an ongoing challenge dating

ack to the early 20th century. Early attempts to resolve this chal-

enge included drafting doctors from private practices, but healthcare

ervices in these areas remained scarce. In 1964, the Chinese state

overed healthcare expenditures for 8.3 million urban citizens, which

xceeded the expenditures for more than 500 million peasants resid-

ng in rural areas. Mao Zedong criticized this urban bias of healthcare

ervices, and in 1965 he emphasized the importance of solving this

hallenge. Accordingly, one vision behind the Cultural Revolution was

o bring better healthcare services to the rural areas. To counter this

roblem, Mao sent mobile teams of doctors into these areas with the

urpose of training local peasants in basic medicine such as delivery

f babies, ensuring better sanitation and performing simple surgical

rocedures. In order to keep up the level of mass production, peasants

ho received this basic medical training, would generate work points

rom their medical services as well as they would receive points for

oing agricultural work. Thus, some of the peasants would work part

ime in the rice fields walking around barefooted and part time as

octors in the local area, which coined the term of barefoot doctors

Daqing and Unschuld, 2008).

Although barefoot doctors did not have the same level of compe-

ences and equipment as urban doctors, the barefoot programme did,

ccording to the World Health Organization (WHO), effectively re-

uce healthcare costs as well as provide timely care. Thus, the WHO

onsidered the barefoot doctors programme successful in terms of

olving the challenge of healthcare shortages (Daqing and Unschuld,

008).
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1.4. The crowdsourcing approach

The crowdsourcing approach means that users drive usability eval-

uations in the sense that they solve a set of predefined tasks and re-

port the problems they experience in a remote asynchronous setting.

The concept behind remote asynchronous methods is that the end-

user and usability evaluator are separated in space and time, i.e. the

user evaluates a system and provides comments without the physical

presence of an evaluator and at a time that suits them (Castillo et al.,

1998). This is similar to the idea of crowdsourcing; Doan et al. (2011)

describe this by illustrating various systems, e.g. they identify types

of crowdsourcing systems for the web and identify benefits as well as

challenges in relation to these. The overall purpose of crowdsourcing

systems is to recruit numerous users to help solve different types of

problems as is the case of Wikipedia and systems for open source soft-

ware development. A crowdsourcing system is defined as a system

that “ . . . enlists a crowd of humans to help solve a problem defined

by the system owners” (Doan et al., 2011).

Various crowdsourcing systems exist and they involve different

kinds of user contributions. Some crowdsourcing systems enable

users to evaluate artifacts such as books or movies and others let users

share content in the form of products or knowledge. An example of

sharing a product can be found in peer-to-peer services where users

share music files and Wikipedia is a classic example of users sharing

knowledge. Other crowdsourcing systems enable social networking

between users while others depend on users building artifacts, e.g.

open source software or execute tasks (Doan et al., 2011).

There are four challenges to crowdsourcing that have been em-

phasized (Doan et al., 2011). The first challenge is how users can be

recruited and retained. There are four solutions to this challenge:

requiring users to participate, paying users, asking users to volun-

teer and making users pay for a service. Given the vast amount of

users on the web, the solution of asking for volunteers is mentioned

as being free and easily executed, which makes this the most pop-

ular approach (Doan et al., 2011). The second challenge is related

to the types of contributions that users can make. In principle, any

non-trivial problem can benefit from crowdsourcing. However, it is

important to consider how cognitively demanding the contributions

are compared to the types of users providing them. The third chal-

lenge is combining contributions, which is a relatively simple task

when users provide quantitative data, e.g. numeric ratings, as this

can be done automatically. However, when users provide qualitative

contributions such as free form texts, a higher degree of manual labor

is required. Finally, the fourth challenge is that of evaluating users

and their contributions. As crowdsourcing is based on contributions

from several users, of which some may be naive, there is a need to

filter the data. One solution to this can be to delimit certain types of

users of making complex contributions and other solutions include

manual or automatic detection of users providing malicious content,

e.g. where the system asks questions to which answers are already

known (Doan et al., 2011).

The idea of remote asynchronous usability evaluation is similar to

the idea of crowdsourcing as a group of users are enlisted in order to

solve a problem. The problem to be solved in this case is the identifica-

tion of usability deficiencies where users are recruited to evaluate an

artifact in the form of a user interface. This fits well to the application

of the UCI method (Castillo et al., 1998).

1.5. Objective

In this paper we discuss to what extent the barefoot and crowd-

sourcing approaches to usability evaluations can help software de-

velopment companies overcome the three critical obstacles related

to resource constraints: limited understanding of the usability con-

cept and methods, the cost of conducting usability evaluations and

the developer resistance towards adopting usability practices. The
iscussion is based on four case studies that have previously been

ublished individually. This paper extends the individual studies by

roviding an overview of each of the two approaches, including the

undamental theoretical considerations behind it. In addition, we dis-

uss the relative strengths and weaknesses of these two approaches in

vercoming the three main obstacles. We also emphasize the comple-

entarity of the two approaches and provide guidance to software

evelopment companies in selecting the approach that maximizes

heir outcome and thereby lower the barrier for them to engage in

sability evaluations.

. Related work

The objective of this paper is to assess the feasibility of barefoot

sability evaluations conducted by development practitioners as well

s crowdsourcing evaluations conducted by end users. We have found

o studies encompassing both approaches, which is why we in this

ection provide two separate overviews of related work. The first

ubsection presents studies related to the barefoot approach. This

s followed by an overview of related work regarding usability tests

ased on crowdsourcing.

.1. Training software development practitioners

This section provides an overview of a previously conducted lit-

rature survey on training novices in usability engineering methods,

f. Bruun (2010). Here we provide a condensed description of em-

irically based studies of novice usability evaluators conducting user

ased usability tests. Based on the literature survey we identified

hree research foci: studies of tools, studies of methods and studies

f training.

Howarth et al. (2007) and Skov and Stage (2005) study software

ools or conceptual tools developed to assist usability evaluators in

dentifying problems. The study presented in Howarth et al. (2007)

ims to develop and evaluate a software tool, which eases transfor-

ation of raw usability data into usability problem descriptions. In

hat experiment, 16 graduate students acted as usability evaluators

y applying one of two software tools to describe problems. They

eceived an hour of training to get to know the tools and were then

sked to view videos from a previously conducted usability test. Their

erformance was measured in terms of problem description qual-

ty based. Findings showed that students were better at formulating

ser actions than providing clarity, data support etc. in their prob-

em descriptions. In Skov and Stage (2005) a study on developing and

valuating a conceptual tool is presented. That tool is a 4 × 3 matrix

hat evaluators can apply when observing users in order to facilitate

roblem identification and categorization. Fourteen undergraduate

tudents participated in a comparative study consisting of two exper-

mental conditions; one condition in which the tool was applied to

est a user interface and another without the tool. Students viewed

ecordings from a previous usability test and findings in that study

rimarily regarded thoroughness. In that paper it is shown that stu-

ents identified 18% of all problems and discovered a mean of 20% of

he problems identified by two usability specialists.

Other papers emphasize comparative studies of usability testing

ethods. The study presented in Koutsabasis et al. (2007) describes

n experiment on evaluating the performance of students in terms

f thoroughness and reliability. That study applies 27 graduate stu-

ents as the empirical basis, and they were distributed over four

onditions: heuristic Inspection, Cognitive Walkthrough, user based

esting and Co-discovery learning. Results show that students apply-

ng the user based method were able to identify 24% of all problems

n average (Koutsabasis et al., 2007) and that reliability was 11% on

verage. It should be noted, that reliability in that study is based on

roblem agreement between methods and not internal agreement

etween evaluators applying a specific method. In Ardito et al. (2006)
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he development and evaluation of the eLSE method is described. Here

3 senior students participated in comparing the performance of

everal evaluation methods; eLSE, user based testing and Heuristic

nspection. Findings in that study show that students applying the

ser based testing had an average thoroughness of 11%. Frøkjær and

árusdòttir (1999) present a comparative study of usability testing

ethods which emphasizes the effect of combining methods. Their

tudy is based on 51 students who in one experimental condition

pplied Cognitive Walkthrough followed by a second round of a

ser based testing. In a second condition other participants applied

euristic Inspection followed by user based testing. Findings in that

tudy reveal a thoroughness of 18%.

Finally, some studies emphasize training of novices in analyzing

ata from user based tests. As an example, the students participating

n the study presented in Skov and Stage (2009) received 40 hours of

raining beforehand. They were then instructed to conduct a usability

est, analyze the results and to write a report documenting all steps in

he process. Student reports were then compared to reports made by

sability specialists. Results show that the students revealed a mean

7% of the problems identified by specialists. Wright and Monk (1991)

lso emphasize training aspects. Their paper presents two experi-

ents where both aim to study the application of user based tests.

n the first experiment software trainees read a short manual after

hich they were asked to conduct a user based usability test. As in

kov and Stage (2009), trainees documented identified problems in a

eport and these were assessed in terms of thoroughness and problem

everity. The second experiment of that study aims to examine differ-

nces in testing your own design versus the design made by others. In

ne experimental condition trainees designed and tested their own

esign and in the second they tested designs made by others. Reports

ere also assessed with respect to thoroughness. Findings revealed

hat all student teams identified 33% of all problems on average. Häkli

2005) is a master thesis describing the process of introducing a user-

entered method in a small software company through training. The

esearcher conducted a 14 hour training course for software develop-

ent practitioners. The topics of the course were interaction design,

rototyping, Heuristic Inspection and user based testing. Emphasis

n that study is on participant performance in conducting Heuristic

nspections. Few qualitative observations on e.g. how well the practi-

ioners performed as test monitors in a user based test were reported.

ne finding is that the test conduction went “quite nicely” although it

as “rather unmanaged” (Häkli, 2005). It was also observed that the

articipants acting as test monitors were unable to keep the test on

rack and that they rarely encouraged users to think aloud, which in

urn led to much of the test being conducted in silence.

.2. Training end users

In the literature we have identified little over 20 papers pre-

enting empirically based studies of remote asynchronous methods,

ee Bruun et al. (2009) and Bruun and Stage (2012a,b) for further

etails. Through the literature survey, we found that remote asyn-

hronous tests mainly have been applied for conducting summa-

ive evaluations and fewer report using this method for formative

urposes.

Auto logging is applied to collect quantitative data such as URL his-

ory and task completion times, i.e. this remote asynchronous method

ndicates if the paths to complete tasks are well designed (Scholtz,

999; Scholtz and Downey, 1998; Steves et al., 2001; Waterson et al.,

002; West and Lehman, 2006; Winckler et al., 1999, 2000). The

ethod, however, lacks the ability to collect qualitative data, which is

eeded to address usability problems beyond the likes of path finding

nd time used. This makes auto logging particularly well suited for

onducting summative tests. For this reason, auto logging is often sup-

lemented by other data collection methods such as interviews and

uestionnaires. In combination, auto logging and interviews/surveys
ound many of the same problems as heuristic inspection (Steves

t al., 2001). In Scholtz and Downey (1998) evaluators applied this

pproach and revealed 60% of the problems found via a heuristic in-

pection. In Winckler et al. (2000) it was found that auto logging is not

s efficient as a conventional laboratory method in terms of thorough-

ess. The studies presented in Steves et al. (2001) and Winckler et al.

2000) do not provide details about the thoroughness of auto logging.

n another study evaluators applying the auto logging method identi-

ed 40% of the usability problems found in a conventional laboratory

est (Waterson et al., 2002). An online discussion forum has also been

roposed as a source for collecting usability feedback (Millen, 1999).

n that study a forum was used as a source for collecting qualita-

ive data in combination with auto logging. Participants were in that

ase not explicitly asked to report usability problems through the fo-

um, but the participants did still provide detailed usability feedback.

illen (1999) provides no information about training or the number

f usability problems found using this approach. Thompson (1999)

rgues that participants may be further motivated to report usability

ssues when making reporting a collaborative effort, which is sup-

orted through the forum, but we have found no empirical studies to

upport this claim. Finally, Steves et al. (2001) studied the approach

f supplementing auto logging with a diary where participants pro-

ided qualitative information on the problems identified. We have

ound no information about the usefulness of this approach and the

xperiences with it. Steves et al. (2001) mention that participants used

heir diary on a longitudinal basis to report on the usability problems

hey experienced with the use of a hardware product.

The remote asynchronous method of User reported Critical

ncident (UCI) is suitable for conducting formative evaluations as it

rovides insights as to why users experience particular problems. UCI

s based on the idea that the users themselves report the problems

hey experience in a structured web form, which relieves evaluators

rom conducting the evaluation and analyzing results (Castillo, 1997).

he User-reported Critical Incident method (UCI) is based on the idea

hat the users themselves report the problems they experience. This

hould relieve evaluators from conducting tests and analyzing results,

ut it requires training as the end users need to know how to iden-

ify and describe usability problems (Castillo et al., 1998). It has been

oncluded that test participants are able to report their own criti-

al incidents, e.g. Castillo shows that a minimalist approach works

ell for training participants in identifying critical incidents (Castillo,

997). The first studies of this method concluded that the partici-

ants were able to categorize the incidents (Castillo, 1997; Castillo

t al., 1998), but a more recent and systematic study concludes that

he participants cannot categorize the severity of the critical incidents

hey identify (Andreasen et al., 2007). The reason for this discrepancy

ay be that the training conducted by Castillo and colleagues was

ore elaborate than the training provided by Andreasen et al. (2007).

owever, in Castillo (1997) and Castillo et al. (1998) the training was

one with the researchers physically present which contradicts the

dea of remote testing. The training conducted by Andreasen et al.

2007) was done over the internet. The number of usability prob-

ems identified also varies between the different studies. In one of the

rst studies, 24 participants identified 76% of the usability problems

ound by experts (Castillo et al., 1998). In a later study, 10 participants

dentified 60% of the problems found in a conventional laboratory test

Thompson, 1999). In Andreasen et al. (2007) 6 participants identified

7% of the usability problems found in a conventional laboratory test.

. Case studies

Over a period of three years we conducted two case studies

o validate the barefoot approach and another two case studies to

alidate the crowdsourcing approach. Findings from these four stud-

es are bound together in this paper. The studies of the barefoot ap-

roach can be found in Bruun and Stage (2011) and Bruun and Stage
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Table 1

Overview of the software development practitioners’ (SWP) job functions within the

company and experience with usability evaluations.

SWP no. Function Usability experience

1 Systems developer HCI course + 4–5 evaluations

2 Test manager Through literature

3 Project manager + systems developer None

4 Systems developer None

5 Systems developer HCI course + 1 evaluation

6 Project manager + systems developer None

7 Project manager + systems developer None

8 Systems developer HCI course
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(2012b) and the studies of the crowdsourcing approach can be found

in Bruun et al. (2009) and Bruun and Stage (2012a). In this section we

provide a general overview of the four case studies. For further details

we refer to the above mentioned papers.

Hornbæk derived a list of “Dogmas in the assessment of usability

evaluation methods” (Hornbæk, 2010). Referring to the first dogma in

Hornbæk (2010), it was critical for us to not only evaluate the number

of problems identified, but also include other metrics relevant for

practice, e.g. the extent to which identified problems are fixed and

the cost-effectiveness of the methods.

3.1. Barefoot studies

In these studies software development practitioners conducted a

total of three usability tests of which the first was conducted in the

laboratory at the university. Our aim of this first test was to evaluate

the ability of the practitioners to act as test monitors and to assess

the feasibility of the barefoot approach in terms of thoroughness, i.e.

their ability to detect usability problems, cf. Bruun and Stage (2011).

A follow-up study was conducted where the practitioners from the

same company conducted two usability tests. The aim of the follow-

up study was to evaluate performance of the barefoot approach re-

garding downstream utility, cf. Bruun and Stage (2012b).

3.1.1. Participants

Eight software development practitioners (SWPs) participated in

the feasibility and follow-up studies. All were employed in the same

small software development company with 20 employees. The com-

pany develops web applications for the public sector. The subsection

“System” below provides an example of the applications developed.

Table 1 shows an overview of their job functions within the company

and their experience with usability work in general.

Most of the SWPs worked as systems developers where some also

had responsibilities as project managers and SWP 2 worked as a test

manager. Two of the software development practitioners had previ-

ous practical experience of conducting usability evaluations where

SWP 1 as part of his education attended an HCI course and had expe-

rience in the conduction of 4–5 usability evaluations 7 years prior to

our studies. SWP 5 had also attended an HCI course during his educa-

tion and had experience in conducting a single usability evaluation 13

years prior to these studies. SWP 2 had only theoretical knowledge on

usability evaluations and she had read a single chapter on the subject

during her education. Additionally, SWP 8 had only undertaken an

HCI course during his education 2 years prior, i.e. he had no practi-

cal experience in conducting usability evaluations. Given the SWPs

job responsibilities as systems developers and project managers and

their limited knowledge of usability evaluations, we argue that the

SWPs participating in our experiments were not HCI specialists.

3.1.2. Training course

Since the practitioners had no or limited experiences in conducting

usability tests we focused on teaching a traditional user based test
ith video analysis as described in Rubin and Chisnell (2008). This

as held as a 2-day (14 h) training course by the authors of this paper.

eaching was done as a combination of presentations and exercises

nd to conclude this part of the training the practitioners were asked

o do a homework assignment of analyzing five video clips from a

revious usability test. The resulting problem lists were reviewed

nd we provided feedback to the practitioners on how to improve

heir problem descriptions.

This traditional usability test necessitates traversing several hours

f video data, which require a considerable amount of resources.

herefore we also chose to train the practitioners in applying Instant

ata Analysis (IDA). IDA is not based on reviewing video data and is

onducted immediately at the end of a test and involves the following

teps, cf. (Kjeldskov et al., 2004):

• Brainstorm: the test monitor and data loggers participating in the

test identify the usability problems they can remember while one

of them notes problems on a whiteboard.
• Task review: the test monitor and data loggers review all tasks to

recall additional problems that occurred.
• Note review: the data loggers review their notes to remember

further problems.
• Severity rating: the test monitor and data loggers discuss the

severity of the problems and rate these as critical, serious or cos-

metic, cf. Molich (2000).

his one-day (7 hours) follow-up course in IDA was held by the au-

hors two months after the initial training course. This was also held

s a combination of presentations and exercises.

.1.3. Conduction of the usability tests

The SWPs planned all usability tests by making a test plan accord-

ng to Rubin and Chisnell (2008), which included reflections on test

ype (formative/summative), types of users, location, equipment, test

asks and roles between the SWPs. The SWPs also identified and in-

ited representative end users to participate in the tests without the

nvolvement of the researchers.

.1.3.1. System. Two different systems were evaluated during the

wo case studies. In the first case study this was a web application

hat citizens use when moving from one address to another. The

anish municipalities need information on the new address, which

octor they would like to have in their new area etc. The system was

artly developed by the software company in which practitioners

ere employed.

In the follow-up study, the practitioners evaluated a web applica-

ion designed to register and apply for wage subsidies by administra-

ive staff within companies. Wage subsidy applications are typically

lled out by the administrative staff and then sent to the municipal-

ty. The municipality then provides companies with subsidies for the

mployees enrolled in such settlements. This system was also devel-

ped by the small software company in which the practitioners were

mployed.

.1.3.2. Setting. Fig. 1 shows the setting applied in the first evaluation

onducted at the university lab (feasibility study) and Fig. 2 shows the

etting applied in the two final evaluations of the follow-up study.

ests in the follow-up study were situated in an office at the case

ompany. In all tests we configured video capture software, audio

ecording equipment and a camera capturing the facial expressions

f the users. Fig. 3 illustrates the picture-in-picture recordings made

n all tests.

During each test session a user was sitting at a table solving the

redefined tasks by using the system. One SWP acted as test monitor

nd sat next to the users. Other SWPs acted as data loggers and noted

own usability problems. A total of 13 representative end users par-

icipated in the evaluations: six in the usability test of the feasibility

tudy and seven in the two evaluations of the follow-up study.
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Fig. 1. Layout of the usability laboratory (first usability test).

Fig. 2. Layout of the office in the case company (final two usability tests).
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.1.3.3. Procedure. The usability test in the feasibility study was

lanned and conducted by SWPs 1, 2 and 3 ( Table 1), who also took

urns in acting as test monitors. These, plus SWPs 4 and 5 analyzed

he obtained video material and described the identified usability

roblems. The system for changing addresses was evaluated.

The two usability tests in the follow-up study were planned and

xecuted by SWPs 6, 7 and 8. The initial version of the wage sub-

idy system was evaluated in the first test. They applied Instant Data

nalysis as an alternative to conventional video based analysis (which

as applied in the feasibility study). These three practitioners also

ook turns in acting as test monitors. SWPs 6, 7 and 8 were responsi-

le for the development of the wage subsidy system and the matched

ist of usability problems was used as input to improve the usability in

new version. Two days after the first test they held a one-day meet-

ng discussing what problems to fix and redesign proposals. This was

ollowed by three months of development, which was mainly done

y SWP 8, who did not have any project management responsibilities.

hree months later, the updated version of the system was evaluated

y the same SWPs.

.1.3.4. Data analysis . For each usability test, the SWPs analyzed data

ndividually and held meetings afterwards in which they matched

heir individual findings into a complete list of problems. Following
uggestions made in Hornbæk (2010), all evaluators applied the same

ormat for describing usability problems as this should increase reli-

bility of the matching procedure (described below). The feasibility

tudy was based on SWPs conducting classical video based analy-

is and they extracted problems using the framework suggested in

kov and Stage (2005). The two tests in the follow-up study were

ased on SWPs conducting Instant Data Analysis where problems

ere extracted using the three-step process proposed in Kjeldskov

t al. (2004).

For comparison purposes we additionally had three usability spe-

ialists review the video recordings from all tests. Two of the special-

sts had not otherwise taken part in planning or conduction of the

xperiment, i.e. these are considered to be unbiased. The three spe-

ialists applied the same procedure for video analysis as the SWPs in

he feasibility study.

Finally, the HCI specialists held meetings with the SWPs in order

o match usability problems into a white list of problems for each

f the tests. These white lists enabled us to evaluate the number of

roblems identified by SWPs and specialists and it served as a basis

or assessing downstream utility. All evaluators were instructed to

pply the same structured format for describing usability problems.

his was done to ensure that problems were described at similar

evels of granularity. Additionally, we did conduct problem matching

n teams to counteract the evaluator effect as suggested in Hornbæk

nd Frøkjær (2008).

.2. Crowdsourcing studies

We conducted two case studies where we provided minimalist

raining of end users to conduct usability tests and to describe the

roblems experienced. The purpose of the first study was to evaluate

he feasibility and cost effectiveness in identifying problems through

he User reported Critical Incident method, cf. Bruun et al. (2009).

he aim of the second study was to evaluate effectiveness of different

ypes of user training, cf. (Bruun and Stage, 2012a).This is critical as it

s complicated to teach users to conduct remote usability evaluations,

ainly because training has to be done remotely in order to harvest

he full potential of the method.

.2.1. Participants

In the first crowdsourcing study we recruited 20 university stu-

ents of which half were female. Half of the participants were
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Fig. 3. Snapshot of video recording.
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undertaking a technical education e.g. computer science or electrical

engineering and the other half a non-technical e.g. communication

and social science. In the second crowdsourcing study we recruited

33 university students undertaking an education within the school of

ICT. Each student only participated in one of the studies.

3.2.2. Minimalist training

Participants in both crowdsourcing studies received minimalist

training on how to identify and describe usability problems. Train-

ing material was conveyed in an online written form consisting of

a combination of deductive and inductive instructions of approxi-

mately one A4 page of length. Deductive instructions is the typical

way of conveying information in e.g. engineering and science (Prince

and Felder, 2006) and denotes the pedagogical approach where the

teacher presents a general rule or definition to be learned, after which

the learners reason on observations or examples that fit within the

rule. In this case learners are told up front exactly what they need

to know, which makes it a straightforward and well-structured ap-

proach to teaching. As an alternative pedagogical approach there are

inductive instructions. Here specific observations or examples are

presented initially, and then learners infer the general rule (Prince

and Felder, 2006). The examples must be familiar to the learners in

order to create the best possible conditions for them to assimilate the

new knowledge within their existing knowledge structures (Prince
nd Felder, 2006). Some learners are best stimulated by deductive in-

tructions while others prefer induction (Felder and Silverman, 1988),

hich is why we based our instructions on a combination of deduc-

ion and induction. In practice we did this by providing a definition

f how a usability problem is defined (deduction) combined with

wo examples of usability problems experienced using Facebook and

icrosoft Word (induction).

.2.3. Conduction of the usability tests

.2.3.1. System. The system evaluated in the first crowdsourcing

tudy was the open source email client Mozilla Thunderbird. In the

econd study participants were asked to evaluate the website of the

chool of ICT, which provides information on study regulations, exam

chedules, campus maps etc.

.2.3.2. Setting. We did not impose any requirements on the partic-

pants regarding the setting, i.e. participants in both studies worked

t home or at the university using their own computers at a time

uitable for them. We did, however, ask them to participate within

timeframe of 3–4 weeks. In the first study we had 10 participants

pplying the UCI method and 23 in the second.

In both crowdsourcing studies we also conducted a conventional

aboratory evaluation for comparison purposes. In both studies we

ad 10 participants in the lab condition. The laboratory tests were

onducted in lab settings similar to that applied in the barefoot studies
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llustrated in Fig. 1. Here we also recorded video data in a picture-in-

icture setup.

.2.3.3. Procedure. All participants received training material and

ask instructions via email. They were then asked to firstly walk

hrough the training material and then start to solve the predefined

asks that we provided for the systems. In the first study we provided

ine tasks relevant for evaluating an email client, e.g. create a mail

ccount, edit contact info add a spam filter etc. In the second study

e also provided nine tasks related to the use of the School of ICT

ebsite, e.g. finding study regulations, exam dates, contact persons

tc.

In both studies we instructed participants to report any usability

roblems identified using the systems as soon as they discovered

hese. This is in line with the User reported Critical Incident (UCI)

ethod proposed by Castillo et al. (1998). Participants were reporting

roblems through a web form developed using PHP, JavaScript and a

ySQL database. All participants received a unique login and a link to

he online report form, which was similar to the form used in other

CI experiments (Castillo, 1997; Castillo et al., 1998).

The following points had to be answered using this form:

• What task were you doing when the critical incident occurred?
• What is the name of the window in which the critical incident

occurred?
• Explain what you were trying to do when the critical incident

occurred.
• Describe what you expected the system to do just before the crit-

ical incident occurred.
• In as much detail as possible, describe the critical incident that

occurred and why you think it happened.
• Describe what you did to get out of the critical incident.
• Were you able to recover from the critical incident?
• Are you able to reproduce the critical incident and make it happen

again?
• Indicate in your opinion the severity of this critical incident.

t the end of the web form page there was a submit button and when

ressed, the data were saved in the MySQL database and the form was

eset, ready for a new entry. The form was active in a separate browser

indow, so the participants could switch between the system under

valuation and the web form each time they encountered a problem.

.2.3.4. Data analysis . In both studies all data was collected before

onducting the analysis. In the first study we had 10 problem reports

rom UCI and 10 user videos. In the second study we had 23 problem

eports from UCI and 10 user videos. Similar to the barefoot studies,

e had external (unbiased) evaluators review video recordings from

he laboratory tests. In the first crowdsourcing study three external

valuators, who had not taken part in the design and conduction of

he experiments, analyzed the video material. In the second study

e had one of the authors of this paper and two external evaluators

nalyzing the video data. In case of the lab condition, the videos were

horoughly analyzed trough a classical video analysis, cf. (Rubin and

hisnell, 2008). Usability problems from these videos were extracted

n the basis of the framework in Skov and Stage (2005).

The data sets from the UCI conditions in both studies were ana-

yzed by reading one problem report at a time. These datasets were

nalyzed by the authors of this paper and four external evaluators.

y using only the information available in the users’ reports, it was

ransformed into a usability problem description. If necessary, the

mail client or website was checked to get a better understanding of

he problem. Evaluators individually analyzed all the data sets one at

time in random order.

Problem reports from the UCI conditions in both experiments were

alidated by considering the comprehensiveness of the wording, i.e.
hat the problem was formulated in such a way that we could under-

tand the problem and locate it in the user interface. This is similar to

he validation procedure described in Bosenick et al. (2007). If a de-

cription could not be translated into a meaningful problem in short

ime or the problem could not be identified using the website, the

roblem was not included in the problem list. Validity of observations,

.e. whether a detected problem is “real” or not has been discussed at

ength within usability evaluation literature in relation to non-user

ased inspection methods. Hartson et al. (2001) introduced the no-

ion of a “real” usability problem and defined such a problem to be

eal if: " . . . it is a predictor of a problem that users will encounter in real

ork-context usage and that will have an impact on usability . . . ". This

efinition relies on the assumption that usability evaluations should

e conducted with end users, and Hartson et al. also note that non-

ser based inspections reveal false positives. Since the UCI method is

ser based we consider identified problems to be valid. Furthermore,

olich and Dumas (2008) revised the discussion of false positives in a

ecent study. They found no clear evidence of false positives identified

hrough inspections compared to conventional user based evaluation

Molich and Dumas, 2008).

After completing the individual analysis the evaluators met in or-

er to match the problem lists such that we had one total list of

roblems for each laboratory and UCI evaluation. This is similar to

he approach taken in the barefoot studies described previously. Fur-

hermore, to increase reliability of the matching process, the eval-

ators conducting video analysis described usability problems using

he same structured format. This was also the case for the participants

sing UCI to report problems remotely.

. Results

In this section we present findings from our barefoot and crowd-

ourcing studies. We present findings in relation to the number of

roblems detected, downstream utility and cost effectiveness.

.1. Problem detection

The number of usability problems detected is one of the main

etrics reported throughout usability testing literature. It is rele-

ant for our studies since this indicates the level of understanding,

.e. if the issues detected by e.g. software development practitioners

re usability problems, we argue that understanding is achieved. The

evel of understanding was examined in Bak et al. (2008) where soft-

are managers were asked to describe what, in their view, a usability

valuation is. In that study it was found that SWPs thought of us-

bility evaluation as functionality testing where “The developer tests

hat the functions work”. Respondents believed they were conduct-

ng usability evaluations but in reality they were not. In this section

e emphasize software development practitioners’ (SWP) and users’

bility to detect usability problems, which is compared to that of HCI

pecialists.

The feasibility study of the barefoot approach was conducted in a

ab setting and was based on video data analysis. Here we found that

he five software development practitioners on average were able to

dentify just above 48% (# = 24.2, SD = 8.1) of all problems individually

nd the usability specialist in comparison found 62% (# = 31), see

ig. 4. We also examined the thoroughness of each pair of SWPs and

ound that they on average are able to identify little more than 71% of

ll problems (# = 35.7, SD = 5.2).

The follow-up study of the barefoot approach was conducted in

n office setting at the case company. Here the three participating

WPs conducted instant data analysis and the three usability special-

sts conducted video data analysis. Two usability tests (one before and

ne after revising the system) were conducted in that study and we

ound similar performances in both tests. The SWPs identified 81%

f all problems (# = 33) in the first usability test and 80% (# = 35)
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Fig. 4. Identified thoroughness (%) of software development practitioners (SWP) and

usability specialist in the first barefoot study conducted in lab settings. SWPs and

specialist applied video data analysis (n = number of participants or participant pairs).

Fig. 5. Identified thoroughness (%) of software development practitioners (SWP) and

usability specialists in the follow-up barefoot study conducted in office settings. SWPs

applied IDA and specialists applied video data analysis (n = number of participants).

Fig. 6. Identified thoroughness (%) of the UCI crowdsourcing approach and usabil-

ity specialists conducting video data analysis in the two crowdsourcing experiments

(n = number of participants).
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in the second, cf. Fig. 5. In comparison the three usability specialists

identified 76% of all problems (# = 31) and 73% (# = 32) in test 1 and

test 2 respectively. Due to the relatively low number of observations

we conducted a Fisher’s exact test. This revealed no significant differ-

ences between the thoroughness of the SWPs and specialists in the

first test (df = 1, p > 0.7), which is also the case for the second test

(df = 1, p > 0.6).

Considering the first crowdsourcing study we found that the

10 student participants in that case found 21% of all problems (# = 13)

by applying the UCI method, cf. Fig. 6. In comparison the three us-

ability specialists found 74% (# = 46) through classical video based

analysis. Considering the second crowdsourcing study we found that

the 23 participants using UCI identified 69% of all problems (# = 29)

and that the three specialists doing video based analysis revealed

86 % (# = 36). In the first study a Fishers exact test reveals a signifi-
ant difference between the crowdsourcing approach of UCI and the

onventional laboratory evaluation conducted by specialists (df = 1,

< 0.001). In the second study, we did not find a significant difference

etween these approaches (df = 1, p > 0.1).

.2. Downstream utility

Downstream utility is a measure of the impact that results of

sability tests have on an evaluated system (Law, 2006; Sawyer

t al., 1996). This is calculated as the committed impact ratio and

ompleted-to-date impact ratio. These ratios are relevant indicators

f the level of resistance towards usability testing results. Bak and

olleagues found that usability problems are not always accepted by

embers in the development team, which in turn leads to low pri-

rity of fixing identified usability problems (Bak et al., 2008). In the

econd barefoot study we asked SWPs to do two evaluations in order

o measure the downstream utility of this approach.

.2.1. Committed impact ratio

The committed impact ratio (CIR) is a measure of the problems that

oftware development practitioners commit to fixing before starting

o implement a new version of a system. After the SWPs had con-

ucted the first test, they committed to fix 20 problems of the 33

roblems they identified. This gives a committed impact ratio of 61%:

IR = 20

33
× 100 = 61%

WPs in our case study mainly committed to fixing problems based

n the factors of resource requirements (problems that were cheap to

x) and coherence to other systems while it did not matter whether a

roblem was experienced by a single or multiple test users. Severity

atings and length of problem descriptions were less influential. In

ruun and Stage (2012b) further details on this are provided.

.2.2. Completed-to-date impact ratio

The completed-to-date impact ratio (CDIR) is an expression of the

mount of identified usability problems, which have actually been

xed in a revised system version. In the second barefoot study we

ound that 12 out of the total 33 problems identified during the first

est recurred in the revised system. Thus, 21 problems were fixed,

hich gives a CDIR of 64%:

IR = 21

33
× 100 = 64%

The main reason of why some of the problems recurred in the

econd version of the system were that the SWPs actually tried to fix

ost of these, but that these fixes did not work as intended. Addi-

ionally, one of the problems was not accepted after occurring in the

rst test, but was then prioritized after its presence in the second, see

ruun and Stage (2012b) for further details.

.3. Cost effectiveness

Resource constraint is considered a central obstacle in various

tudies (Bak et al., 2008; Gulliksen et al., 2004; Gunther et al., 2001;

osenbaum et al., 2000). This is especially critical in small software

evelopment companies as these have limited funding. Cost effec-

iveness is defined in Hartson et al. (2001) as the combination of a

ethods ability to detect usability problems and the cost required to

o so. Below we measure the average time spent on identifying each

sability problem.

In the first crowdsourcing study we studied the cost effectiveness

n terms of the average amount of time spent identifying each prob-

em. Looking at the total time spent on preparation and analysis it

as found that the laboratory evaluation conducted by specialists re-

uired 61 person hours. The UCI method applied by the 10 student
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articipants required little more than 8 person hours in total. This

ave the following cost effectiveness of the methods:

Total time spentUCI

No of problems identifiedUCI
= 493 min

13 problems

= 38 min.per problem

Total time spentLAB

No of problems identifiedLAB
= 3663 min

46 problems

= 80 min.per problem

Thus, it required considerably fewer minutes to reveal each prob-

em through UCI compared to the laboratory method applied by

pecialists.

. Discussion

The aim of the four case studies was to examine the extent to which

arefoot and crowdsourcing evaluations can reduce three main ob-

tacles in adopting usability evaluation methods in practice. These

bstacles relate to limited understanding of the usability concept, re-

istance towards adopting usability evaluation practices and resource

onstraints. These particular obstacles have been reported since the

arly 2000s but are still present in recent studies. Overall we found

hat barefoot evaluations reduced obstacles related to limited under-

tanding and resistance and the crowdsourcing approach is highly ef-

ective in reducing the obstacles related to resource constraints. In the

ollowing we provide a systematic discussion of the relative strengths

nd limitations of the barefoot and crowdsourcing approaches in re-

ucing these obstacles.

.1. Increasing understanding

The level of understanding was examined in Bak et al. (2008)

here software managers were asked to describe what a usability

valuation is to them. In that study it was found that 30% emphasized

hat usability evaluation was about functionality testing, e.g. “The

eveloper tests that the functions work”. Thus, these respondents be-

ieved they were conducting usability evaluations but in reality they

ere not. A more detailed approach to determine the level of un-

erstanding is to measure the ability to plan and conduct usability

valuations as well as analyzing the data. In this paper we emphasize

oftware development practitioners’ (SWP) and users’ ability to de-

ect usability problems, which is compared to that of HCI specialists.

f the issues detected by software development practitioners are us-

bility problems rather than functionality bugs, we argue that a high

evel of understanding is achieved.

Findings from our feasibility study on the barefoot approach

howed that individual SWPs identified a mean of 48% of all known

sability problems in evaluated systems. Additionally, a pair of SWPs

evealed 71% on average, i.e. a pair of SWPs outperformed one usabil-

ty specialist when conducting traditional video based analysis. The

ollow-up barefoot study showed a similar tendency where three

WPs conducting Instant Data Analysis (IDA) detected 80% of all

nown problems while three usability specialists identified 74%.

Related work report generally report a lower detection rate than

hat we found in our barefoot studies. Wright and Monk (1991)

or instance found that all student teams in their study on average

evealed 33% of all problems. Koutsabasis et al. (2007) found that stu-

ents identified a mean of 24% of all known problems. The study pre-

ented in Frøkjær and Lárusdòttir (1999) shows that students were

ble to identify 18% of all known problems while detection rate of
tudents in Ardito et al. (2006) is even lower (11%). The study pre-

ented in Skov and Stage (2009) compares student performance to

hat of specialists and show that students identified a mean of 37% of

he problems identified by specialists.

It seems surprising that SWPs in our studies were able to out-

erform usability specialists, especially since they had little or no

revious usability testing experience and since they only received

0 hours training. This, however, can be explained through their level

f domain knowledge which was higher than that of the specialists

ho in this case fit the notion of being external consultants. According

o Bruce and Morris an inherent problem in applying external consul-

ants is, that they lack domain knowledge (Bruce and Morris, 1994).

he importance of domain knowledge is also supported in other stud-

es, e.g. Nielsen’s study of usability specialists, non-specialists and

ouble experts (Nielsen, 1992). Findings from that study show that

sability specialists found more problems using heuristic evaluation

han non-specialists while the double experts found most problems

Nielsen, 1992). Additionally, Følstad and Hornbæk conducted a study

n which a group of end users acted as domain experts in the con-

uction of cooperative usability evaluations (Følstad and Hornbæk,

010). This study shows that evaluation output was enriched by in-

luding domain experts in the interpretation phase as they provided

dditional insights in identified problems and helped in uncovering a

onsiderable amount of new problems (Følstad and Hornbæk, 2010).

hus, these studies indicate that domain knowledge plays a key role

n the identification of usability problems. This indicates an advantage

f the barefoot evaluation approach over separate unit and outsourc-

ng approaches where usability specialists are distant from the team

hat develops the software.

In comparison we found that the crowdsourcing approach reveal

lower detection rate. Findings from our first crowdsourcing study

how that a laboratory evaluation conducted by specialists reveals

ignificantly more problems than the User reported Critical Incident

UCI) method. In that study UCI uncovered 21% of all known problems.

owever, participants in the second crowdsourcing study identified

9% of all known problems, which was not significantly different from

he laboratory test. Yet, these detection rates are still lower than those

ound during our studies of the barefoot approach. The observed dif-

erences in detection rates between the barefoot and crowdsourcing

pproaches could be attributed to the amount and type of training. The

WPs in the barefoot studies received 30 hours of in-person training

ompared to the written instructions submitted remotely to partici-

ants in the crowdsourcing studies. There are relatively few research

apers on UCI. Our findings from the first crowdsourcing study are

omparable to those found in Andreasen et al. (2007). In our study we

ound a thoroughness of 28% of the problems found in the conven-

ional laboratory condition while Andreasen et al. (2007) found 37%.

ther earlier studies revealed remarkably different results where the

CI method in e.g. Castillo et al. (1998) revealed a thoroughness of

6%. These earlier findings are similar to the thoroughness of 69%

ound in our second crowdsourcing experiment.

The study presented in Høegh et al. (2006) examined how to in-

rease practitioners’ awareness of usability problems (Høegh et al.,

006). This was done by introducing different formats for providing

eedback from usability tests. One of the feedback formats was to let

he practitioners gain first hand observations from the test sessions,

.e. to further involve them in the process. This was superior to just

roviding a written report. The barefoot approach takes this a step

urther as the SWPs plan and conduct evaluations as well as ana-

yzing data. As shown in the above, this can lead to a high level of

nderstanding. This, however, also leads to an apparent downside of

rowdsourcing evaluations as these provide limited first hand insights

f the users during interaction. Although the second crowdsourcing

tudy led to a relatively high detection rate of usability problems, we

till argue that the level of understanding will not be increased to the

ame extent as when applying barefoot evaluations. In sum, we argue
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that the barefoot approach reduces the obstacles related to limited

understanding due to the first hand insights gained through training

of SWPs and the following conduction of usability tests. On its own,

however, the crowdsourcing approach will not alleviate this obstacle

as it is only the users who receive training and not those responsible

for improving the systems.

5.2. Reducing resistance

The resistance obstacle concerns developers’ the acceptance of us-

ability testing results. In Bak et al. (2008) it is mentioned that usability

problems are not always accepted by members in the development

team (Bak et al., 2008), which in turn leads to low priority of fixing

identified usability problems.

Downstream utility denotes the extent to which results from

usability evaluations impact the usability of a system (Law, 2006).

Downstream utility is thus an indicator of resistance towards results

obtained through usability testing where, e.g. a low level of down-

stream utility can be caused by a high level of resistance.

In the follow-up study of the barefoot evaluation approach, we

found that the SWPs committed to fixing most of the identified prob-

lems and that they prioritized these based on the factors of resource

requirements and coherence to other systems. Additionally, the prac-

titioners managed to eliminate most of the problems, which resem-

bles the downstream utility found in another organizational setting

where usability practices had already been established, cf. Hertzum

(2006). These findings, combined with the fact that the practitioners

identified a considerable amount of problems, indicate that the bare-

foot evaluations caused practitioners to accept results from usability

evaluations as well as prioritize fixing problems. This deviates from

the typical developer mindset described in the literature, cf. Ardito et

al. (2011), Bak et al. (2008). This finding may be explained by the un-

derstanding that follows from the direct observation of users as this

provides first hand insights into the usability problems experienced,

an effect which is also noted in Høegh et al. (2006).

The two studies concerning crowdsourcing evaluations indicate

that UCI enables users to identify usability problems. However, the

outcome is still only a list of problems on which the software devel-

opment practitioners need to base their improvements. In this case

the software development practitioners do not observe the evalua-

tions. This corresponds to the approach where software development

practitioners receive a written list of usability problems, which is

the most widely used feedback format (Høegh et al., 2006). Due to

the fact that software development practitioners do not observe the

users during interaction, this understanding would arguably be com-

promised when applying crowdsourcing evaluations and, in turn, lead

to a lower level of downstream utility. However, further studies are

needed to validate this claim.

Finally, the practitioners in the follow-up barefoot study man-

aged to eliminate most of the problems found in the initial version

of the system. However, it was also found that the second version

introduced a considerable amount of new problems. This behavior is

recognized by Nielsen who argues that design and evaluation should

be conducted over several iterations as a new design may introduce

new usability problems (Nielsen, 1993).The number of new problems

could be reduced if practitioners not only received training in eval-

uation, but also in interaction design. As Wixon points out, then it

is equally important to tell the practitioners what to do and not just

what is wrong within an interface (Wixon, 2003). Thus, in the future it

would be crucial to provide such practitioners with training in inter-

action design to further increase the impact of usability evaluations.

5.3. Reducing costs

Resource constraint is reported in several studies to be a central

obstacle against the adoption of usability testing practices (Bak et al.,
004; Gulliksen et al., 2004; Gunther et al., 2001; Rosenbaum et al.,

000). This is especially critical in small software development com-

anies as these have limited funding. In Hartson et al. (2001) cost

ffectiveness is defined as the combination of an evaluation method’s

bility to detect usability problems and the cost required to do so. In

ur studies we derived cost effectiveness as the average time spent

n identifying each usability problem.

The first crowdsourcing study shows that the UCI method requires

onsiderably fewer resources compared to traditional laboratory test-

ng based on video analysis. Findings show that the total time required

o prepare evaluations and analyze results required 61 person hours in

ase of the traditional laboratory test while the UCI method required

ittle more than 8 person hours. In relation to crowdsourcing, Doan

nd colleagues mention that the challenge of combining user input is

relatively simple task when users provide quantitative data such as

umeric ratings, as this can be done automatically (Doan et al., 2011).

ualitative input such as free form text requires a higher degree of

anual labor (Doan et al., 2011) which could compromise the aim of

owering the amount of required resources through the user driven

pproach. The usability problems reported by the users are qualita-

ive in nature. However, when considering the cost effectiveness it

s shown that the UCI required less than 50% of the time to uncover

ach problem compared to the laboratory method while also provid-

ng around 50% of the critical problems. This also included time spent

n matching and filtering valid and invalid problem descriptions. In

elation to resource demands, all instructions in our crowdsourcing

xperiments were conveyed online in written form, which shows

hat larger groups of users can indeed receive minimalist training and

uccessfully identify usability problems using few resources.

Considering barefoot evaluations it was found that the practition-

rs were able to identify a large amount of usability problems after

eceiving 30 hours of training. This shows that such practitioners may

btain considerable competences in what may seem to be a short time

rame. On the other hand it can be difficult to overcome the obstacle

f high resource constraints when each practitioner has to spend 30

ours on training. Thus, to avoid this initial overhead of training, it

ay be more feasible to e.g. apply an outsourcing approach where

n external usability specialist with the right competences conducts

he testing. In the long run, however, it can be argued that barefoot

valuations would require less resources as the hourly rates of exter-

al consultants usually are higher than that of internal employees. A

tudy by Bruce and Morris (1994) supports this by mentioning that

n-house designers are less expensive to use compared to out-house

esigners. An additional consideration is that the practitioners in the

arefoot experiments had various job responsibilities as e.g. system

evelopers, test managers and project managers. This means that they

ave other tasks than just conducting usability tests, and that when

hey spend time on usability testing they cannot fulfill other respon-

ibilities such as implementation and planning activities. These other

asks must then be completed at a different point in time. This resem-

les the critique raised against Deng Xiaopings suggestion of letting

hina’s barefoot doctors gradually “put on shoes” by improving their

edical skills, as this moved their responsibilities further away from

hat of agricultural production (Daqing and Unschuld, 2008).

.4. Complementarity of methods

Based on the above discussion it seems that barefoot evaluations

re superior to the crowdsourcing evaluations in terms of reducing

bstacles of limited understanding and resistance while crowdsourc-

ng is beneficial in overcoming the obstacle of resource constraints.

n the context of small software development companies, the bare-

oot approach is highly beneficial as these companies often have no

vailable HCI competences. Since crowdsourcing evaluations provide

raining for the users only, it is not suitable to apply that approach in

uch a context as it requires development team members that are able
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o provide user training and are able to analyze user reports. Never-

heless, the cost effectiveness of that approach is highly relevant for

mall companies. As mentioned in the introduction of this paper, then

here are several causes for the limited adoption of usability practices.

lthough the obstacles of resource constraints, limited understanding

nd resistance have been known for over a decade, these obstacles

re still present. We believe that the barefoot and crowdsourcing

pproaches are highly complementary and that they in concert are

ble to reduce these obstacles. As an example, a small software de-

elopment company could begin adopting usability testing practices

y following the barefoot approach. This will increase competences

f development team members, hereby increasing awareness and

educing resistance towards usability testing results. Having estab-

ished basic competences, the actual conduction of tests could then

e based on crowdsourcing, which is a highly cost effective alternative

o classical usability testing methods.

.5. Limitations

There is a range of limitations that needs to be addressed in future

ork. First of all, we emphasized the three main obstacles reported in

CI literature. However, there exists a broad range of other obstacles

n relation to adopting User Centered Design (UCD) practices in real-

orld ICT development. We elaborate on these in the next subsection.

his is followed by a discussion of limitations regarding the empirical

ethod applied in the four case studies.

.5.1. Context of design

Svanæs and Gulliksen made a distinction between projects related

bstacles and obstacles originating from the context of design, i.e. in a

cope outside project boundaries (Svanæs and Gulliksen, 2008). They

dentify several of such project boundary aspects, which could pose

bstacles to successful adoption of UCD methods. Four examples of

hese obstacles relate to: internal factors in the developer organization,

nternal factors in the client organization, customer–developer legal re-

ationships and organizational stability. While we emphasized project

elated obstacles, we in the following point to obstacles from the

ontext of design, which cannot be handled through the barefoot and

rowdsourcing evaluations.

Obstacles related to internal factors in the developer organization

ould for instance be strategic decisions made by management out-

ide the development team, which conflicts with UCD work. Svanæs

nd Gulliksen mention lack of management support to be one of the

ain constraints to UCD, which is also supported in Gulliksen et al.

2004), Schaffer (2004), Venturi et al. (2006). This can lead to a low pri-

ritization of usability matters (Gulliksen et al., 2004). Gulliksen et al.

2004) note that emphasizing the importance of UCD in the education

f software developers and other stakeholders, such as management,

ould be a means to decrease this obstacle. In the two barefoot studies

e had initial support from the upper management to go ahead with

he training activities. This provided a clear advantage in our case as

n obstacle of low management support was cleared out.

Internal factors in the customer organizations can also pose ob-

tacles of external origin. In relation to this Svanæs and Gulliksen

2008) mention limited or no access to users, which is also sup-

orted in Ardito et al. (2011), Bak et al. (2008), Poltrock and Grudin

1994), Wilson et al. (1997). In some situations customer organiza-

ions prohibit access to users (Svanæs and Gulliksen, 2008). Poltrock

nd Grudin mention that overcoming this obstacle requires stake-

older determination to prioritize a higher level of usability to an

xtent that imposes change (Poltrock and Grudin, 1994), and, affect-

ng this determination necessitates knowledge of what is required to

chieve usability (Poltrock and Grudin, 1994). However, there can still

e obstacles related to user access, even in situations where the cus-

omer organization has granted access to these. Wilson et al. (1997)
ention a case where users were too busy to participate, which re-

ulted in users not showing up for planned activities. In this case

ccess to users becomes a question of time and logistic practicality.

he crowdsourcing approach could reduce this obstacle as users do

ot need to travel long distances to participate in an evaluation. How-

ver, if access to users is prohibited by company policies, such as the

xample provided in Svanæs and Gulliksen (2008), it is questionable

hat the barefoot and crowdsourcing approaches will be a solution.

Organizational stability is also an aspect that potentially could in-

uence UCD, e.g. in a situation where the company is bought by a

ompetitor and UCD efforts and documentation in current projects

nds up “in a drawer” due to change in management (Svanæs and

ulliksen, 2008). This aspect overlaps that of management support.

vanæs and Gulliksen (2008) mention that in most cases it is im-

ossible to change aspects such as those mentioned above, but the

isk in some cases can be reduced, e.g. by training developers to ap-

ly UCD methods. The obstacle of organizational instability where

CD documentation ends up in a drawer could be reduced by focus-

ng less on usability artifacts and more on learning and knowledge

ransfer (Sanæs and Gulliksen, 2008), which is in line with the bare-

oot approach. However, research on how it influences this particular

bstacle remains to be studied.

Additionally, Svanæs and Gulliksen mention obstacles related to

ontractual and tender issues. They give an example from a case study

n which the tender process required all system requirements to be

pecified before the call for tender. This in turn left no room for iterat-

ng on requirements once the contract was signed and the users were

ot involved until completion of the system a couple of years later.

vercoming this obstacle requires determination from the stakehold-

rs in the customer organization to prioritize UCD activities as men-

ioned by Poltrock and Grudin (1994).

In general, the above types of obstacles originate from outside

he projects and it can, thus, be close to impossible to overcome these

rom within the frame of a given project (Svanæs and Gulliksen, 2008),

ven if the project utilizes barefoot and crowdsourcing evaluations.

chaffer provides valid pointers on how to overcome obstacles from

he context of design, cf. Schaffer (2004).

.5.2. Empirical method

Our barefoot studies showed that the software development prac-

itioners were able to remove most usability problems, which led to a

igh level of downstream utility. However, a considerable amount of

ew problems were identified in the updated version of the system.

s argued by Nielsen, it is typical that new problems occur in a revised

nterface design (Nielsen, 1993), but this could be reduced if the prac-

itioners had received training in interaction design. As Wixon points

ut, then it is equally important to tell the practitioners what to do

nd not just what is wrong in a user interface (Wixon, 2003). There-

ore, we believe a natural continuation of our work would be to train

oftware development practitioners in interaction design. It would

e interesting to study how this affects the extent of new usability

roblems being introduced in revised interface designs.

Furthermore, Doan and colleagues emphasize the challenge of re-

ruiting and retaining users in relation to crowdsourcing (Doan et al.,

011). In our crowdsourcing studies we recruited university students

s participants. As employees at the same university we had knowl-

dge of the best communication channels to use to get in contact

ith students. In our cases this was through the respective semester

ecretaries. Such knowledge, however, may not always be available.

dditionally, as the students came from the same university, this

ould have had an effect on retaining the users, e.g. they were moti-

ated to participate as we were part of the same organization. This is

ot always the case in practice, which is why it could be interesting

o conduct further studies of how knowledge of information channels

nd closeness of relationships affect recruiting and retaining users

n the crowdsourcing approach. That said, there are several other
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Stadardization.
alternatives for conducting evaluations based on crowdsourcing. Ser-

vices such as usertesting.com, trymyui.com and usabilla.com deliver

user feedback through commented videos. More recently, Heintz et al.

(2014) developed the Pdot tool. Pdot enables digital online participa-

tory design where development teams get graphical and annotated

feedback on designs.

Finally, the four studies involve matching of usability problems.

Hornbæk and Frøkjær (2008) argue that the evaluator effect is influ-

enced by similarities in the criteria used for matching problems. If

there are no clear criteria on how to compare problems during the

matching process, this could lead to a lower agreement between eval-

uators. In Hornbæk and Frøkjær (2008) it is also found that matching

problems in teams provides a higher agreement compared to indi-

vidual matching as well as a greater evaluator satisfaction on the

matches made. During our studies we applied the same structured

formats for describing usability problems to ensure these were de-

scribed at similar levels of granularity. Additionally, we did conduct

problem matching in teams to counteract evaluator effect inflation.

Although findings indicate that these measures counteract the evalu-

ator effect (Hornbæk and Frøkjær, 2008), this will still be substantial

in these types of studies.

6. Conclusions

We have reported and discussed findings from four case stud-

ies exploring the feasibility of barefoot and crowdsourcing usability

evaluations. Our studies showed that these approaches can reduce the

three critical obstacles related to resource constraints, limited under-

standing of the usability concept and methods as well as resistance to-

wards adopting usability practices. These obstacles have been known

for more than a decade, but are still present, especially within small

software development companies. The barefoot and crowdsourcing

approaches each have relative strengths and limitations in reducing

these obstacles.

We found that barefoot evaluations are well suited to over-

come obstacles related to limited understanding and resistance while

crowdsourcing is highly effective in overcoming the obstacle of re-

source constraints. Software development practitioners received 30

hours of training in usability testing and were able to detect and fix

a considerable number of usability problems. Crowdsourcing eval-

uations are based on minimalist training of end users to conduct

evaluations and report problems remotely. Given that crowdsourcing

evaluations provide training for the users only, it is not suitable to

apply this approach in contexts with no HCI competences. It requires

development team members that can train end users and analyze user

reports. Nevertheless, the cost effectiveness of crowdsourcing eval-

uations is highly relevant for small companies. We believe that the

barefoot and crowdsourcing approaches are highly complementary

and that they in concert can be effective in reducing aforementioned

obstacles.

As a continuation of the work presented in this paper there are

four areas, where it would be particularly relevant to conduct further

research. Firstly, it would be relevant to conduct empirically based

studies of downstream utility in relation to the crowdsourcing ap-

proach, but also systematic studies of the cost effectiveness of the

barefoot approach. Secondly, it would be relevant to further support

practitioners through training in interaction design and then study

how this affects downstream utility. Thirdly, it would also be relevant

to conduct field experiments with more practitioners and companies

participating to increase generalizability of findings in relation to the

barefoot approach. Fourthly, we find a need for studying sustainabil-

ity of the barefoot approach imposed in the case company, which

could be accomplished through further longitudinal studies. This also

applies in case of the crowdsourcing approach. At the time of writ-

ing, a 20 month period has passed without any research activities

in the case company applying the barefoot approach. In that period
ractitioners have initiated three usability tests on their own, this

ndicates sustainability of that approach.
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