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English Abstract 

Usability evaluation provide software development teams with insights on the degree to which a software 

application enables a user to achieve his/her goals, how fast these goals can be achieved, how easy it is to 

learn and how satisfactory it is in use Although usability evaluations are crucial in the process of developing 

software systems with a high level of usability, its use is still limited in the context of small software 

development companies . 

Several approaches have been proposed to support software development practitioners (SWPs) in 

conducting usability evaluations, and my thesis explores two of these: 

1) The first approach is to support SWPs by training them to drive usability evaluations.  

2) The second approach to support SWPs involves minimalist training of end users to drive usability 

evaluations. 

In related work, a set of five quality criteria for usability evaluations is applied to measure performance of 

usability evaluation efforts. These criteria cover thoroughness, validity, reliability, downstream utility and 

cost effectiveness. 

This leads to my overall research question: Can we provide support that enables software development 

practitioners and users to drive usability evaluations, and how do they perform with respect to the quality 

criteria? 

I studied the developer driven and user driven approaches by firstly conducting literature surveys related to 

each of these topics followed by artificial settings research and finally by conducting research in natural 

settings. The four primary findings from my studies are: 1) The developer driven approach reveals a high 

level of thoroughness and downstream utility. 2) The user driven approach has higher performance 

regarding validity 3) The level of reliability is comparable between the two approaches. 4) The user driven 

approach will, arguably, outperform the developer driven in terms of cost effectiveness. 
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Dansk Resumé 

Usablityevaluering giver teamet i et softwareudviklingsprojekt indblik i, hvorledes en applikation lader 

brugeren opnå sine mål, hvor hurtigt målene opnås, hvor let det er at lære, at bruge applikationen samt 

hvor tilfredsstillende applikationen er i brug. Når målsætningen er at udvikle en applikation med et højt 

niveau af usability, så er usabilityevaluering en vigtig aktivitet at gennemføre. På trods af dette er brugen af 

denne form for evaluering begrænset, specielt indenfor konteksten af små virksomheder. 

Litteraturen foreslår flere forskellige tilgange til, hvor udviklingsteams kan understøttes, når de skal udføre 

usabilityevalueringer. I denne afhandling fokuserer jeg på to af disse: 

1) Understøttelse af udviklerne via træning i at drive usabilityevalueringer. 

2) Understøttelse af udviklerne ved at at give slutbrugeren minimal træning i at drive 

usabilityevalueringer. 

Litteraturen nævner derudover fem kriterier, som kan benyttes til at vurdere kvaliteten af udførelsen af 

usabilityevalueringer: Grundighed, korrekthed, pålidelighed, effekt på applikationen og effektivitet. 

Dette leder til mit overordnede forskningsspørgsmål: Kan vi understøtte udviklingsteams og slutbrugere i en 

grad, der gør dem i stand til drive usabilityevalueringer, og hvor godt udføres evalueringerne mhp. 

kvalitetskriterierne? 

Forskningsspørgsmålet er besvaret ved først at undersøge eksisterende litteratur indenfor emnet efterfulgt 

af forskningsstudier foretaget i hhv. kunstige og naturlige omgivelser. De fire primære resultater fra 

forskningen viser: 1) Den udviklerdrevne tilgang leverer et højt niveau af grundighed og har en høj effekt på 

udviklede applikationer, 2) den brugerdrevne tilgang viser et højere niveau af korrekthed og 3) de to 

tilgange viser sammenlignelige niveauer af pålidelighed og 4) den brugerdrevne tilgang har sandsynligvis et 

højere niveau af effektivitet. 
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1 Introduction 
Usability is a quality attribute of software applications that determines "the effectiveness, efficiency and 

satisfaction with which specified users can achieve specified goals in a particular environment" [30]. 

Usability evaluation provide software development teams with insights on the degree to which a software 

application enables a user to achieve his/her goals, how fast these goals can be achieved, how easy it is to 

learn and how satisfactory it is in use [47]. Although usability evaluations are crucial in the process of 

developing software systems with a high level of usability, its use is still limited in the context of small 

software development companies [1]. 

Evaluating the usability of software applications can be accomplished through the use of several methods 

and methods can be categorized according to their empirical basis. Rubin for instance emphasizes user 

based evaluations in which users are observed by usability specialists while they use an application to solve 

a set of predefined tasks and think aloud [47]. Other evaluation methods are based on usability specialists 

or domain experts inspecting an interface in order to uncover potential usability problems, e.g. Heuristic 

Evaluation as proposed by Nielsen [42]. There are several approaches to organize the responsibilities of 

conducting usability evaluations in the context of software development projects. One way is to apply an 

integrated approach where usability specialists, that are part of the software development team, act as 

evaluators of their own software [28]. Another is the separate unit approach in which usability specialists 

from a different organizational unit within the company conduct usability evaluations as a service to the 

development team [28]. Outsourcing denotes a third approach where usability specialists from another 

company are hired as external consultants to conduct usability evaluations [28]. The most common way to 

provide feedback from these approaches is a written report presenting the usability problems experienced 

by users [29].  

At least four approaches have been proposed to support software development practitioners (SWPs) in 

conducting usability evaluations: 1) The first form of support is to provide SWPs with either software tools 

or conceptual tools to assist in identifying usability problems. Howarth and colleagues for instance describe 

the development and evaluation of a software tool with the aim of easing the transformation of raw 

usability data into usability problem descriptions [25; 26]. Skov and Stage conducted a study in which they 

developed and evaluated a conceptual tool to support problem identification [51]. 2) The second approach 

is to provide support to SWPs through usability evaluation methods. As an example, Koustabasis and 

colleagues conducted an experiment focusing on evaluating the performance of students with respect to 

number of identified problems, validity and efficiency [33]. An older example of applying the method 

approach to support SWPs is Nielsens study of the performance of specialists, non-specialists and double-

experts in conducting Heuristic Evaluation [42]. 3) The third approach is to support SWPs through training. 

Häkli presents a study in which she trained software development practitioners without a usability 

background to conduct Heuristic Inspections and user based tests [21]. Additionally, Høegh and colleagues 

conducted a study of usability evaluation feedback formats in which they examine how to increase such 

practitioners’ awareness of usability problems [29]. One of these feedback formats was to let the 

practitioners observe user based evaluations to further involve them in the process [29]. 4) The fourth 

approach to support SWPs involves minimalist training of end users to conduct usability evaluations. This 

was proposed by Castillo et al. as a feasible alternative to traditional usability evaluations conducted by 

usability specialists [10]. One of the main purposes of their User Reported Critical Incident (UCI) method 

was to reduce the amount of resources required to analyze usability data. Initially users would receive 

minimalist training in identifying and describing usability problems after which they would report the 

problems experienced using an online form [10].  
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There are several causes for the limited application of usability evaluations in small companies. Perceived 

resource demands and "developer mindset" are two of the primary barriers for conducting usability 

evaluations [1], [2]. Perceived resource demands is a barrier especially present within small software 

companies as these do not have the funds to pay for comprehensive consultancy or staffing of usability 

specialists [21], [31], [50] as they are expensive to hire [44]. The barrier of "developer mindset" reflects the 

situation that some software development practitioners (e.g. developers) experience difficulties in thinking 

like a user and what they are capable of [2]. Developer mindset also covers the aspect of acceptance where 

problems identified through usability evaluations are not always accepted by people in the organization 

that did not participate in the conduction of the evaluations [2]. Prioritization of fixing identified usability 

problems is also part of the developer mindset where implementation of functionality and fixing bugs 

receive higher priority [2]. It can be argued that, if software development practitioners or end users are 

able to conduct evaluations it could lessen the need for small companies to employ usability specialists. 

This could potentially solve issues in relation to funding. Also, letting software development practitioners 

conduct usability evaluations would provide them with first hand observations of users, which in turn could 

be a solution to overcome the barrier of developer mindset. 

1.1 Developer Driven Usability Evaluations 

As suggested above, one possible solution to support SWPs could be to train them to conduct evaluations 

and analyze the data, i.e. to let such practitioners drive the evaluations. This is similar to the idea behind 

the barefoot doctors that emerged during the Cultural Revolution in China in the 1960’s, cf. [11]. Getting 

health care services embedded in the rural areas of China was an ongoing challenge dating back to the 

early 20
th

 century [11]. Early attempts of solving this challenge included drafting doctors from private 

practices, but health care services in these areas remained scarce. In 1964 the state covered health care 

expenditures for 8.3 million urban citizens, which exceeded expenditures of more than 500 million 

peasants residing in rural areas [11]. Mao Zedong criticized this urban bias of health care services and in 

1965 he emphasized the importance of solving this challenge. Thus, one vision behind the Cultural 

Revolution was to bring better healthcare services to rural areas [11]. To counter this problem, Mao sent 

mobile teams of doctors into these areas with the purpose of training local peasants in basic medicine such 

as the delivery of babies, how to ensure better sanitation and how to perform simple surgical procedures 

[11]. In order to keep up the level of mass production, peasants, who received medical training, would 

generate work points from their medical services as well as they would receive points for doing agricultural 

work. Thus, some of the peasants would work part time in the rice fields walking around barefooted and 

part time as doctors in the local area, which coined the term of barefoot doctors. Although barefoot 

doctors did not have the same level of competences and equipment as urban doctors, the barefoot 

programme did, according to the World Health Organization (WHO), effectively reduce health care costs as 

well as provide timely care [11]. Thus, the WHO considered the barefoot doctors programme successful in 

terms of solving the challenge of health care shortages [11]. In 1975 Deng Xiaoping suggested that the 

barefoot doctors gradually should “put on shoes” by improving their medical skills and, hence, move away 

from agricultural production. This was, however, criticized as this would go against the political goals of 

mass production [11]. 

1.2 User Driven Usability Evaluations 

An alternative approach is to let the users drive usability evaluations in the sense that they conduct these 

as well as analyzing the data. The idea behind this approach is not new and in this thesis I use the idea of 

crowdsourcing as an inspiration. Doan and colleagues describe this approach by applying the notion of 

systems, e.g. they identify several types of crowdsourcing systems for the web and identify benefits as well 
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as challenges in relation to these [12]. The overall purpose of crowdsourcing systems is to recruit several 

users to help solve different types of problems as is the case for e.g. Wikipedia and systems for open source 

software development [12]. A crowdsourcing system is defined as a system that “… enlists a crowd of 

humans to help solve a problem defined by the system owners” [12]. Various crowdsourcing systems exist 

and enable different kinds of user contributions. Some crowdsourcing systems enable users to evaluate 

artifacts such as books or movies and others let users share content in the form of products or knowledge 

[12]. An example of sharing a product can be found in peer-to-peer services where users share music files 

and Wikipedia is a classical example of users sharing knowledge. Other crowdsourcing systems enable 

social networking between users while others depend on users building artifacts, e.g. open source software 

or execute tasks [12]. Four challenges to crowdsourcing exist. The first challenge relates to how users can 

be recruited and retained for which there are four solutions: Requiring users to participate, paying users, 

asking users to volunteer and to make users pay for a service. Given the vast amount of users on the web, 

the solution of asking for volunteers is mentioned as being free and easily executed, which makes this the 

most popular approach [12]. The second challenge is related to the types of contributions that users can 

make. Doan and colleagues mention that, in principle, any non-trivial problem can benefit from 

crowdsourcing. However, it is important to consider how cognitive demanding the contributions are in 

relation to the types of users providing these [12]. The third challenge is that of combining contributions, 

which is a relatively simple task when users provide quantitative data, e.g. numeric ratings, as this can be 

done automatically. However, when users provide qualitative contributions such as free form texts, a 

higher degree of manual labor is required [12]. Finally, the fourth challenge is that of evaluating users and 

their contributions. As crowdsourcing is based on contributions from several users, of which some may be 

naive, there is a need to filter the data. One solution to this can be to delimit certain types of users of 

making complex contributions and other solutions include manual or automatic detection of users 

providing malicious content, e.g. where the system asks questions to which answers are already known [12]. 

The idea of user driven usability evaluations is similar to the idea of crowdsourcing as a group of users are 

enlisted in order to solve a problem. The problem to be solved in this case is the identification of usability 

deficiencies where users are recruited to evaluate an artifact in the form of a user interface. This fits well to 

the application of the UCI method proposed by Castillo and colleagues [10]. 

1.3 Quality Criteria for Usability Evaluations 

Although usability  evaluation methods differ considerably in how they are conducted, Hartson et al. [19] 

define a set of quality criteria for evaluating the performance of various methods. These criteria are based 

on the work by Gray and Salzman [17] and Lund [36] who made the point that previous comparison studies 

of usability evaluation methods (in the late 1990's) had considerable metric related flaws in their 

experimental designs, i.e. the measured criteria were either "deficient" or "contaminated" to use the words 

of Hartson et al. [19]. Hartson and colleagues have compiled five quality criteria, which can serve as metrics 

on how to evaluate and compare the performance of different usability evaluation methods. 

Thoroughness  

Thoroughness is defined as the proportion of "real" usability problems found using an evaluation method 

out of the total set of real problems. Determining realness of problems can be accomplished in several 

ways one of which is by producing a standard list of usability problems. Hartson and colleagues note that 

conventional laboratory-based usability evaluation based on video analysis can be regarded as the “gold 

standard” for creating such a list. I define the set of real usability problems as those identified by applying 

this particular evaluation method. For instance, if usability evaluation method P finds |P| problems and 
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|LAB| is the set of real problems (identified using conventional laboratory testing), then thoroughness is 

defined as the set of problems |P| intersecting with |LAB| divided by |LAB|. 

Validity 

The measure of validity is defined as the proportion of real usability problems found by a particular 

evaluation method P out of the total identified using this method. In other words, validity is the set of 

problems |P| intersecting with |LAB| divided by |P|. 

Reliability 

Reliability is a measure of the consistency in identifying usability problems between multiple evaluators 

applying a particular evaluation method. In my thesis I apply the any-two agreement as a measure of 

reliability, cf. [23]. The any-two agreement is an expression of the proportion of problems in common 

between two evaluators out of the total identified. As an example, if you have two evaluators where the 

first evaluator uncover the set of problems |P1| and evaluator 2 uncovers |P2|, then the any-two 

agreement between these is defined as the intersection of |P1| and |P2| divided by the union of |P1| and 

|P2|. If there are more than two evaluators, the any-two agreement is defined as the average of the 

intersection of |Pi| and |Pj| divided by the union of |Pi| and |Pj| for all pairs of evaluators. 

Downstream Utility 

Downstream utility is a measure of the extent to which results from usability evaluations impacts the 

usability of a system. Throughout the literature this has been measured in two ways, where the first is the 

proportion of identified usability problems that development practitioners are committed to fixing. This is 

denoted the Committed Impact Ratio (CIR). The second way to measure downstream utility is through the 

proportion of identified usability problems that have actually been fixed, which is denoted the Completed-

to-Date Impact Ratio (CDIR), cf. [19, 34, 48]. 

Cost Effectiveness 

Hartson et al. define cost effectiveness as a combination of an evaluation methods ability to detect usability 

problems and the cost required to do so. In my thesis I apply the measure of total time spent in conducting 

and analyzing usability data divided by the number of problems identified using a particular method. This 

gives the average time spent on identifying each problem. 

Hartson et al. [19] define these criteria in relation to usability evaluation methods. In my thesis I am 

interested  in evaluating usability evaluation practice. I do, however, also find these criteria relevant for my 

case. Appendix B provides the list of equations  for calculating quality criteria. 
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1.4 Research Questions 

My thesis seeks to study two approaches for supporting software development practitioners in conducting 

usability evaluations: 1) Developer Driven Usability Evaluations and 2) User Driven Usability Evaluations. 

This leads to the following overall research question:  

Can we provide support that enables software development practitioners and users to drive usability 

evaluations, and how do they perform with respect to the quality criteria? 

The overall research question has been divided into the three detailed research questions presented below. 

Research Question 1 

• State-of-the-Art: What is the state-of-the-art in applying developer and user driven approaches for 

usability evaluation? 

Research Question 2 

• Developer Driven: How do software development practitioners driving usability evaluations perform 

with respect to the quality criteria? 

Research Question 3 

• User Driven: How do users driving usability evaluations perform with respect to the quality criteria? 
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2 Contributions 
To answer my research questions I have written five papers, which constitute my research contributions: 

[1] Bruun, A. Training Software Developers in Usability Engineering: A Literature Review. In 

Proceedings of NordiCHI. ACM Press, New York, NY, USA (2010). 

[2] Bruun, A. and Stage, J. 2011. Training Software Development Practitioners in Usability Evaluations: 

An Exploratory Study of Cross Pollination. In Proceedings of the 5th Workshop on Software and 

Usability Engineering Cross-Pollination: Patterns, Usability and User Experience (PUX 2011). 

[3] Short version:  Bruun, A. and Stage J. Overcoming the Developer Mindset Barrier towards Usability 

Evaluations. In Proceedings of the 35th Information Systems Research Seminar in Scandinavia (IRIS 

2012). 

Extended version: Bruun, A. and Stage, J. Training Software Development Practitioners in Usability 

Testing: An Assessment Acceptance and Prioritization. Accepted for publication in Proceedings of 

the 23rd Australian Computer-Human Interaction Conference (OzCHI). ACM Press, New York, NY 

(2012). 

[4] Bruun, A., Gull, P., Hofmeister, L. and Stage, J., 2009. Let Your Users Do the Testing: A Comparison 

of Three Remote Asynchronous Usability Testing Methods. In Proceedings of the 27th international 

conference on Human factors in computing systems ( CHI). ACM Press, New York, NY, USA (2009). 

[5] Bruun, A. and Stage, J., 2012. The Effect of Task Assignments and Instruction Types on Remote 

Asynchronous Usability Testing. In Proceedings of the 2012 ACM annual conference on Human 

Factors in Computing Systems ( CHI). ACM Press, New York, NY, USA (2012). 

In my research I studied the developer driven and user driven approaches by firstly conducting literature 

surveys related to each of these topics followed by artificial settings research and finally by conducting 

research in natural settings. Benbasat distinguish between the notions of artificial, natural and 

environment-independent settings to categorize research methods [3]. By conducting research in artificial 

settings the researcher seeks control by creating a specific environment that bounds the experiment [53]. 

Natural settings research is conducted to study phenomena in real organizations such as actual businesses, 

government or non-profit organizations [53]. Environment-independent research is based on the 

assumption that studied phenomena are unaffected by the research setting like, e.g. literature surveys [53]. 

The research methods applied are elaborated further in the section “Research Methods”.  

The 2x2 matrix shown in Table 1 provides an overview of the relations between contributions where the 

columns represent the studied usability evaluation approaches. These columns are based on the primary 

actor that drives the evaluations. The rows represent the settings in which the research is conducted. 

 Developer Driven User Driven 

Artificial Setting  

2 

 

4 

1 

 

4, 5 

 

Natural Setting     

3 5 

Table 1: Relations between research contributions. 
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2.1 Contribution 1 

Bruun, A.. Training Software Developers in Usability Engineering: A Literature Review. In Proceedings of 

NordiCHI. ACM Press, New York, NY, USA (2010). 

 

This contribution presents a comprehensive literature survey of research conducted in the area of training 

novices in usability engineering (UE) methods. Papers were selected as relevant if they described or 

focused on training of novices in UE methods. In the paper I define “novices” according to Bonnardel et al. 

[4] and Howarth et al. [26]: 

"Novices are persons with less than one year of job experience related to usability engineering and no 

formal training in Usability Engineering methods" 

A preliminary screening was performed using Google Scholar, as this search engine covers scientific papers 

from a broad set of publishers and proceedings. The search criteria were based on a full-text search in 

which all the words “training”, “developers” and “usability” were required and resulted in 33,800 records 

(search conducted December 1st 2009). As it would be too tedious a task to read abstracts from all these 

papers the first 200 abstracts were read of which 23 potentially relevant papers were selected and read in 

full. Eight papers were selected as relevant and defined the result of the screening process. Papers 

referenced in the selected 8 papers from the screening were marked as potentially relevant. In addition the 

8 relevant papers were looked up on Google Scholar which provides a utility to identify which papers are 

citing these. All citations were also marked as potentially relevant. Subsequently abstracts from all 

referenced and cited papers were read and papers fitting the selection criteria were read in full. This 

process continued until closure was reached after 8 iterations. A total of 4155 abstracts were read and 286 

papers were read in full ending up with 129 actually relevant papers (see list of references in Appendix C). 

Papers were analyzed in terms of research focus, empirical basis, types of training participants and training 

costs. 

Findings show that the majority of papers focus on development, description and evaluation of university 

curricula and pedagogical approaches (54 %) and UE methods in isolation from organizational context 

(36 %). Few of the identified papers (10 %) consider the organizational context and that only 3 of these (2 %) 

are empirical studies on the subject. The literature survey also showed that 10 % of all papers employ 

industry practitioners as participants in experiments while the majority of papers apply university students 

as the empirical basis. Thus, the survey also revealed a need to conduct more studies using industry 

practitioners as the empirical basis. In the survey I also uncovered the amount of related work on training 

novices in user based usability evaluation methods. One reason for this is that such methods seem to 

provide wake-up calls for software companies to start improving the usability of their systems as the direct 

observations of users raise developer awareness, see e.g. [29] and [49]. The literature survey showed that a 

single empirical based paper is focusing on training novice practitioners in such a method, which also leaves 

room for future research in this area. 
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2.2 Contribution 2 

Bruun, A. and Stage, J. Training Software Development Practitioners in Usability Evaluations: An 

Exploratory Study of Cross Pollination. In Proceedings of the 5th Workshop on Software and Usability 

Engineering Cross-Pollination: Patterns, Usability and User Experience (PUX) (2011). 

 

This contribution extends previous research by applying software development practitioners (SWPs) from 

industry as the empirical basis, which was noted as a future research need in contribution 1. Prior to the 

experiment a two-day training course was conducted. This lasted 14 hours and the topic was on how to do 

user based usability evaluations. Five practitioners from a small software development company (20 

employees) participated in the experiment. Two of these had no previous knowledge of usability evaluation 

and one had theoretical knowledge from her education several years ago. The final two practitioners had 

theoretical and some practical experiences in conducting usability evaluations. Since most of the 

practitioners had limited or no prior experience in this area, it was decided to train them in classical video 

analysis as this enables evaluators to review data repeatedly. The emphasis of this study is based on the 

usability evaluation conducted by the five practitioners after completing the training course. The evaluation 

was conducted in the usability laboratory at the university and the system evaluated was a web application 

partly developed by the company in which the practitioners were employed. The five practitioners had, 

however, not participated in developing the system. All practitioners took part in planning the test while 

three took turns in acting as test monitor during the test sessions. The five practitioners and a usability 

specialist analyzed the obtained video material and described and categorized the usability problems 

according to the categories of critical, serious and cosmetic, cf. [41]. Three unbiased external raters were 

asked to evaluate the quality of the problem lists created by the practitioners and a usability specialist. To 

measure the quality of the lists, raters provided a rating based on a Likert scale ranging from 1 = “Not 

fulfilled” to 5 = “Fulfilled”. These ratings were given on the attributes of clarity, impact, data support, 

problem cause and user actions, cf. [9]. 

Findings show that each practitioner after 14 hours of training were able to identify a mean of 24.2 (48.4 %, 

SD=8.1) usability problems of which 6.8 (57 %, SD=2.6) were critical, 10 (53 %, SD=3.9) serious and 7.4 (39 %, 

SD=3.2) cosmetic. In comparison the usability specialist found a total of 31 (62 %) where 6 (50 %) were 

critical, 12 (63 %) serious and 13 (68 %) cosmetic. A total of 50 usability problems were identified. Using 

equation (1) from Appendix B the mean thoroughness of the practitioners is calculated as follows: 

(1)   
|�����	�		
� 	⋂
��|

|
��| = ���.�
�� � = 0.48 

The reliability of this approach can be calculated using equation (3), which denotes the mean any-two 

agreement between the practitioners:  

(3)  ���. ��	  �! 	⋂�" 
 �! ⋃ �" 

	��$%	&''	 (
� ∙ * ∙ +* − 1.	$�&'/&0�%	1&2%3 = 0.38 

In practice it can be too resource demanding to utilize five evaluators in analysis of usability data, which is 

why the thoroughness of each pair of practitioners was taken into consideration. Results show that a pair of 

practitioners on average identify 35.7 (71.4 %, SD=5.2) problems of which 9.2 (77 %, SD=1.9) were critical, 

14.8 (78 %, SD=2.4) serious and 11.7 (62%, SD=3.1) cosmetic. The mean thoroughness for all pairs of 

practitioners is: 
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(1)   
|�����	��!5		
� 	⋂ 
��|

|
��| = �6�.7
�� � = 0.71 

This shows that a pair of practitioners can outperform a specialist, which applies to the critical and serious 

problems while the specialist found more cosmetic problems. However, findings also show that 

practitioners’ problem descriptions were of a lower quality compared to that of the usability specialist with 

the exception of the two most experienced practitioners. The external raters gave an overall median rating 

of 2 to the descriptions made by the practitioners whereas the specialist got a 4. Additionally it was found 

that practitioners were better at providing clear and precise problem descriptions than they were at 

describing the impact, cause, user actions and providing data support for observations. 

2.3 Contribution 3 

Short version:  Bruun, A. and Stage J. Overcoming the Developer Mindset Barrier towards Usability 

Evaluations. In Proceedings of the 35th Information Systems Research Seminar in Scandinavia (IRIS 2012). 

Extended version: Bruun, A. and Stage, J. Training Software Development Practitioners in Usability Testing: 

An Assessment Acceptance and Prioritization. Accepted for publication in Proceedings of the 23rd 

Australian Computer-Human Interaction Conference (OzCHI). ACM Press, New York, NY (2012). 

 

This contribution examines the level of commitment devoted to fix identified usability problems, which is 

crucial for practice as it is one of the main parts in determining whether a usability evaluation has been a 

success or not [52]. Previous studies have adopted the concept of “downstream utility” to determine the 

extent to which results from usability evaluations impacts the usability of a system [19, 34, 48]. Thus, in this 

study I applied measurements of downstream utility to evaluate the effect of changes made to the system.  

The overall idea was to let three practitioners from the partnering company evaluate two versions of the 

same system. The three practitioners had previously taken part in the experiment presented in contribution 

2. They were asked to evaluate the first version of the system after which they spent 3 months fixing the 

usability problems identified. The time span of 3 months was selected so that the practitioners had 

sufficient time to fix the problems. After 3 months a second evaluation was conducted to determine the 

effectiveness of the fixes. Three usability specialists analyzed the video data obtained from the evaluations 

to provide a benchmark. Two of these were external and had not otherwise taken part in the experiment. 

Interviews with the practitioners were conducted to provide a deeper understanding of the factors 

influencing their prioritization of fixing problems and reasons why some of the same problems recurred in 

the second version of the system. The system evaluated was developed by the partnering company for 

which the practitioners in this study were responsible. It was a web application used by administrative staff 

to register and apply for wage subsidies. Each of the two evaluations was conducted in an office at the 

company and they were based on Instant Data Analysis (IDA), cf. [32]. A study by Kjeldskov and colleagues 

has shown that IDA requires considerably fewer resources in terms of analyzing usability data [32], which 

makes this relevant in the context of the small partnering company.  

Findings show that the practitioners through the use of IDA were able to identify 33 problems in the first 

evaluation and 35 in the second while the specialists found 31 and 32 respectively. Both groups agreed on 

23 problems in each of the two evaluations.  
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Applying equation (1), this reveals the following thoroughness over the two evaluations: 

(1)   
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This gives an average thoroughness of 73 % over the two evaluations. Considering the union of problem 

sets between practitioners and specialists, the practitioners had a thoroughness of 80.5 % across the two 

evaluations while the usability specialists uncovered an average of 74.5 %. In this case the practitioners 

found more critical, serious and cosmetic problems than the three specialists, which can be explained by 

the higher level of domain knowledge of the practitioners compared to the specialists. Additionally, the 

level of validity can be calculated using equation (2): 
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In terms of downstream utility it was found that the practitioners committed to fixing 20 of the 41 

identified problems found in the initial version of the system, which according to equation (4) gives the 

following Committed Impact Ratio (CIR): 

(4)  @AB = CD.DE	FGDHIJKL	MDKNOOJP	OD	ENQ
CD.DE	NPJRONENJP	FGDHIJKL = ��

�( = 0.61 

 An interview revealed that the practitioners mainly committed to fixing problems based on the factors of 

resource requirements and coherence to other systems. Severity ratings and length of problem 

descriptions were less influential on their commitment and it did not matter whether a problem was 

experienced by a single or multiple test users. Findings also show that the practitioners managed to 

eliminate 21 of the 41 problems found in the first evaluation, which gives the following Completed-to-Date 

Impact Ratio (CDIR):  

(5)   @SAB = CD.DE	FGDHIJKL	ENQJP
CD.DE	NPJRONENJP	FGDHIJKL = �(

�( = 0.64 

This resembles the downstream utility found in another organizational setting where usability practices 

already have been established, cf. [22]. During the interview it was revealed that the practitioners had tried 

to fix most of the problems that recurred, but that these fixes did not work as intended. Additionally, one 

of the problems was not accepted after occurring in the first evaluation, but was then prioritized after its 

presence in the second. Although the practitioners managed to eliminate 64 % of the problems found in 

the initial version of the system, 44 problems were found in the second version. This is similar to the 41 

problems found in the first version, which means that a considerable amount of new problems were 

introduced in the new design. Finally, a plausible downside to letting the software development 

practitioners evaluate their own systems was discovered. There were considerable disagreements on 

severity ratings given by the practitioners and usability specialists. In this case practitioners consistently 

gave lower ratings than the specialists in 46 % of the problems, which could indicate a lack of objectivity 

within the group of practitioners. 
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2.4 Contribution 4 

Bruun, A., Gull, P., Hofmeister, L. and Stage, J. Let Your Users Do the Testing: A Comparison of Three 

Remote Asynchronous Usability Testing Methods. In Proceedings of CHI. ACM Press, New York, NY, USA 

(2009). 

 

This contribution presents a literature survey and an empirical study concerning remote asynchronous 

usability evaluations. The literature survey revealed a total of 22 papers presenting empirically based 

studies of remote asynchronous methods. The majority of papers (17) present comparative studies of 

remote asynchronous usability evaluation and more established methods such as conventional user-based 

evaluations, inspection methods or both. The remaining 5 papers document empirical studies in which an 

asynchronous method was applied without comparing it to other methods. Five categories of remote 

asynchronous methods were also identified through the literature survey: Auto logging, User Reported 

Critical Incident (UCI), unstructured problem reporting, forum and diary. Auto logging is a method where 

quantitative data like visited URL history and the time used to complete tasks are collected in log files that 

are analyzed. UCI is based on the idea that the users themselves report the problems they experience, 

which relieves evaluators from conducting the evaluation and analyzing results. Unstructured problem 

reporting is based on the idea that participants make notes on the usability problems they encounter while 

working on a set of tasks. An online discussion forum has also been proposed as a source for collecting 

usability feedback. Finally, a study applied a diary on a longitudinal basis where participants provided 

qualitative information.  

Based on findings in the literature survey three remote asynchronous usability evaluation methods were 

systematically compared. The three methods were: User-reported Critical Incident (UCI), forum-based 

online reporting and discussion, and diary-based longitudinal user reporting. A traditional laboratory-based 

think aloud method was included as a benchmark. The empirical basis consisted of 40 participants, 10 in 

each condition, who were all university students. They were asked to evaluate the open source email client 

Mozilla Thunderbird by solving 9 tasks. The 30 participants applying the remote asynchronous methods 

were trained in identification and categorization of usability problems via written instructions based on 

descriptions and examples of what a usability problem is and how it is identified. In all remote 

asynchronous conditions, participants worked at home using their own computer and they were told that 

they could carry out the tasks whenever they wanted. Findings show that the laboratory evaluation 

identified a total of 46 usability problems of which 20 were critical, 14 serious and 12 cosmetic. Participants 

applying the remote asynchronous UCI method identified a total of 13 problems where 10 were critical, 2 

serious and 1 cosmetic. In this case the remote participants and specialists applying the conventional 

laboratory method agreed on 11 problems, which gives the following thoroughness: 

(1)   
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In the forum-based condition a total of 15 problems were uncovered of which 9 were critical, 1 serious and 

5 cosmetic. There was an agreement on 13 problems between the laboratory and forum-based conditions, 

hereby giving the following thoroughness: 
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The final remote asynchronous method was the longitudinal diary where participants found a total of 29 

problems where 11 were critical, 6 serious and 12 cosmetic. There was an agreement on 15 problems 

between the laboratory and diary conditions: 

(1)   
 �\!�5] 	⋂ 
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�W� = 0.33 

From equation (2) the validity of the remote asynchronous methods are the following: 
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Looking at the total time spent on preparation and analysis it was found that the laboratory evaluation 

required 61 person hours while the UCI method required little more than 8 person hours, the forum 

required just over 9 person hours while the diary condition required slightly below 19 person hours. The 

cost effectiveness of each of the methods is derived using equation (6): 
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Thus, overall the three remote methods performed significantly below the classical lab test in terms of the 

number of usability problems identified, especially with respect to the serious and cosmetic problems, 

which may seem disappointing. However, considering the cost effectiveness it is shown that the remote 

methods required less than 50 % of the time to uncover each problem compared to the laboratory method 

while providing around 50 % of the critical problems. 

2.5 Contribution 5 

Bruun, A. and Stage, J. The Effect of Task Assignments and Instruction Types on Remote Asynchronous 

Usability Testing. In Proceedings of CHI. ACM Press, New York, NY, USA (2012). 

 

This contribution presents a literature survey and a field experiment comparing the effect of different 

instruction types and task types. The literature survey revealed that previous studies primarily comprises of 

feasibility studies of the performance of remote asynchronous methods compared to user-based laboratory 

testing or expert inspections. Only one study had focused on different types of instructions. In that study, 

however, users were physically present during the training sessions, which defies the purpose of remote 

evaluation. More research was found in relation to task assignments where 9 out of 12 papers provide 

tasks for users to solve while 3 papers do not. However, none of them compare conditions with and 
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without task assignments. In this field experiment the variables of task type and instruction type were 

controlled. Task types consisted of two factors; predefined tasks and no tasks. The type of instruction had 

three factors; deductive (definition), inductive (examples) and a combination of deductive and inductive 

instructions which all provided guidance on how to identify and describe usability problems. As a 

benchmark a traditional laboratory evaluation was conducted. Fifty-three university students undertaking 

an ICT related education provided the empirical basis. They were asked to evaluate the usability of the 

website for the School of Information and Communication Technology (SICT) using the User Reported 

Critical incident method. The SICT website provides information about study regulations, educations, exams, 

study board members, contact information, campus maps etc. The majority of functionality on the core 

website enables students to retrieve information about educations, organization etc. Thus, this website is 

developed and maintained within the university. Participants were instructed to report any usability 

problem they found on the website as soon as they discovered these, which was done using the same web-

based report form applied in contribution 3. Participants in the task based conditions received a list with 

task assignments while participants in the non-task based were asked to report problems experienced 

during their daily usage, i.e. when using the system for their own purposes.  

Findings show that participants in the task-based conditions attempted to solve a mean of 3.8 tasks 

(SD=1.96, n=23) while participants in the non-task based attempted to solve a mean of 1.5 tasks (SD=1.04, 

n=19), a difference which is significant. Participants in task-based conditions identified a total of 29 

problems of which 13 were critical, 10 serious and 6 cosmetic. In comparison the laboratory evaluation 

revealed a total of 36 problems distributed as 12 critical, 13 serious and 11 cosmetic. The laboratory and 

task-based conditions had an agreement on 23 problems, which gives the following thoroughness: 

(1)   
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Participants that did not receive predefined tasks reported a total of 13 problems where 4 were critical, 6 

serious and 3 cosmetic. There was an agreement on 10 problems revealing the thoroughness below: 
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Statistical analysis shows a significant difference between the remote task-based and non-task based 

conditions in terms of thoroughness. There was no significant difference between the conventional 

laboratory evaluation and the task based condition. 

The validity of the task-based and non-task-based conditions is calculated by applying equation (2): 
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Considering reliability, results indicate that participants in remote non-task based conditions have a 

significantly lower any-two agreement compared to participants in task based conditions and evaluators in 

the LAB condition: 

(3)  Avg. any-two agreement over Task-based conditions = 0.28 

(3)  Avg. any-two agreement over Non Task-based conditions = 0.04 

(3)  Avg. any-two agreement for laboratory condition = 0.54 

Thus, a lack of predefined task assignments increases variation between the usability problems identified, 

which demonstrates that authentic system use could be well suited for exploratory tests where specific 

evaluation goals are missing. However, if specific areas in an interface need to be evaluated, users should 

be given predefined tasks to keep them within these limits. 

Additionally, participants in the remote conditions who were instructed by means of inductive examples 

identified 29 problems where 13 were critical, 10 serious and 6 cosmetic.  Participants receiving a 

combination of a deductive definition and inductive examples found 25 problems distributed as 10 critical, 

9 serious and 6 cosmetic. Those receiving a deductive definition found 17 problems of which 9 were critical 

and 8 serious. Thus, in terms of instructions participants were most effective in identifying problems when 

they received inductive instructions only, which in turn reveals a significant difference compared to those 

receiving a deductive definition. Finally it was found that participants rated the inductive instructions 

higher (median=5) than the deductive (median=4) on a 5 point Likert scale. This difference was also 

significant. 
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3 Research Methods 
This chapter presents reflections on the research methods chosen to answer my research questions. Table 

2 shows an overview of the research methods applied in the individual contributions.  

Research Question Contributions Research Method Research Purpose Research Setting 

1) What is the state-of-the-

art in applying developer 

and user driven approaches 

for usability evaluation? 

1, 4, 5 Literature Survey Understanding Environment-

Independent 

2) How do software 

development practitioners 

driving usability 

evaluations perform with 

respect to the quality 

criteria? 

2 Laboratory 

Experiment 

Prediction Artificial 

3 Action Case 

 

Change / 

Understanding 

Natural 

 

3) How do users driving 

usability evaluations 

perform with respect to the 

quality criteria? 

4 Field Experiment Prediction Artificial / Natural 

5 Field Experiment Prediction Natural 

Table 2: Applied research methods. 

3.1 Environment-Independent Settings 

Based on the categories of artificial, natural and environment-independent settings applied by Wynekoop 

and Conger, literature surveys belongs to the latter as this is similar to what they denote as “normative 

writings” [53]. According to Galliers [15], literature surveys assist the researcher in basing future research 

efforts on already existing knowledge. 

3.2 Artificial Settings 

A classical example of a research method applied in artificial settings is the laboratory experiment. By using 

this method the researcher has maximum control over subject assignments and independent variables [53]. 

Laboratory experiments belong to the positivist tradition aiming to improve predictive power through 

reduction. An advantage of the laboratory experiment is that it enables high control over variables and 

strict observation, which in turn leads to precise measurements [53]. The high level of replicability is also 

one the strengths in using this method [53]. A major downside is the neglect of interference from real 

world events, in which case obtained data are decoupled from what could be observed in natural settings 

[53]. Generalizing findings is also restricted to the sample of e.g. participants brought into the laboratory. 

Lack of generalizability can be compensated by conducting multiple replications of the experiment using 

different samples [53]. 

3.3 Natural Settings 

In my research, I have based my reserach in natural settings on Braa and Vidgens framework [7]. This 

framework emphasizes in-context research, which includes the methods in the category of natural settings 

research presented by Wynekoop and Conger [53] with the addition of Action Case. Braa and Vidgen state 

three basic outcomes of applying different research methods: Change, understanding and prediction. The 
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dynamic in Braa and Vidgens framework is inspired by McGraths view of research as a “three horned 

dilemma” in which maximizing one desirable research outcome comes at the cost of two others [37]. This 

means that the researcher can maximize the outcome of e.g. change which will come at the cost of lowered 

outcomes of prediction and understanding. Alternatively the researcher can seek to heighten the outcome 

on two horns while fully disabling outcome on the third [7].  

Action Case is an example of a research method  with the aim of heightening outcome on two horns. It 

enables the researcher to make a trade-off between being an observer that gains understanding through 

interpretations while at the same time being an actor that imposes change in practice [7]. Action case lies 

between the soft case method in which rich data are collected to gain insights and the action research 

method that supports change in an organizational setting [7]. Thus, the action case provides an outcome of 

smaller interventions compared to action research while maintaining the outcome of understanding from 

the soft case method [7]. An advantage of action case research is the possibility to introduce and evaluate 

changes in a relatively short time span [6]. This, on the other hand, is also a downside as the researcher 

may not have iterated over steps of design, action, implementation, monitoring and evaluation as 

rigorously and multiple times as is required when conducting full scale action research [20, 38]. Thus, it can 

be argued that action case research efforts run a higher risk of not leading to sustainable change. 

Furthermore, the emphasis on the horns of change and understanding comes at the cost of predictive 

power, which limits generalizability of the outcome [7]. 

Field experiments are characterized by the control of variables while maintaining a certain level of realism 

in the sense that research is conducted in natural settings [7]. Thus, in field experiments the researcher 

aims to control a small number of variables where the effects may be studied in detail [7], which is why 

field experiments enable the outcome of prediction. The compromise between control and naturalness 

makes it possible to generalize results to realistic situations [7]. The tradeoff is that, as experimental control 

increase, the naturalness will decrease [53]. An advantage of field experiments over laboratory 

experiments is the increased realism that enables evaluation in a more natural setting than is the case for 

laboratory experiments. This, however, comes at a cost of possible contamination in the experiment due to 

lack of environmental control [53], which in turn reduces replicability [7]. 

3.4 Research Question 1 

In order to create an offset for my research efforts I wanted to investigate related work, which provided me 

with knowledge of the state-of-the-art and an understanding of future research needs. Literature survey is 

the main method applied in contribution 1 and in contributions 4 and 5 it has been applied as a supplement 

to other research methods. 

3.5 Research Question 2 

In order to answer my second research question I initially conducted a study in an artificial setting 

(contribution 2) followed by a study conducted in a natural setting (contribution 3). 

Contribution 2 presents a study based on artificial settings. The natural settings research methods 

revolving around change and understanding tend to require more time to conduct compared to those 

situated at the point of prediction. For this reason the goal of the experiment in contribution 2 was to 

conduct a pilot test to predict the software development practitioners’ performance in identifying and 

describing usability problems before turning to more demanding research methods. It was decided to 

conduct a laboratory experiment based on the fact that the software development practitioners had no 

previous experiences in conducting usability evaluations and there were no dedicated testing facilities in 
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the partnering company. Thus, in this case a laboratory experiment in an artificial setting was more feasible 

to conduct than natural settings research. A limitation in contribution 2 is the low level of generalizability 

due to the strict setup in the usability lab consisting of expensive equipment, which may not be feasible to 

install in small software companies. Additionally, the experiment is based on participants employed in the 

partnering company exclusively, which may reveal a different behavior than employees from other 

companies due to e.g. company cultural differences. The number of participants was also a limiting factor 

in terms of generalizability. Thus, the predictive power of this laboratory experiment is reduced to the 

performance one could expect to witness from the particular participants employed in the partnering 

company. On the other hand, the goal of this experiment was to evaluate whether or not it would be 

feasible to conduct more time consuming research in natural settings and, given the positive findings in 

terms of thoroughness found in this laboratory experiment, it was considered relevant to proceed into 

evaluating performance in-context. 

Contribution 3 represents a study in natural settings as a follow-up to the laboratory experiment presented 

in contribution 2. The prediction posed by the laboratory experiment made me expect a similar 

performance in-context. Specifically I wanted to examine if the approach of training software development 

practitioners to conduct usability evaluations would solve the problem situation in the partnering company, 

i.e. whether or not it would cause positive changes. This leans well against conducting action research 

where the outcome is change. However, in order to establish the outcome of sustainable change within the 

partnering company [20] it would require several iterations of planning, design, action, observation and 

evaluation [38]. Given the time constraints of my Ph.D., action research was considered to be a risk as I was 

unsure whether I had the time to complete more than one iteration and, if not, I would furthermore run 

the risk of not gaining an outcome of sustainable change. To reduce this risk I chose to proceed in applying 

the action case research method, which according to Braa and Vidgen is appropriate for doing small scale 

interventions [7]. Although an outcome of change and understanding was obtained in this action case 

research effort, the outcome may only be limited to the particular project and the three practitioners that 

are part of it. Thus, it is not possible to determine whether the approach of training software development 

practitioners provides sustainable change on company level, in which case it would be necessary to conduct 

further studies in other projects and, optimally, conduct full scale action research with multiple iterations 

of planning, design, action, observation and evaluation [38]. This would be an important next step to 

validate the approach. 

3.6 Research Question 3 

To answer my third research question I followed the same approach as I did answering the second question 

where I initially conducted artificial settings research (contribution 4) followed by research in natural 

settings (contribution 5). 

Contribution 4 is based on remote asynchronous usability evaluation that involves users directly in 

reporting usability problems. The aim of this study was to identify the most effective remote asynchronous 

method in terms of thoroughness and resource requirements, i.e. time spent on analysis. Although 

laboratory experiments are more feasible to conduct than natural settings research, I still chose to setup a 

field experiment. Other studies of remote asynchronous have indeed conducted method evaluations using 

laboratory experiments where participants apply the methods under researcher observation in an artificial 

setting, see e.g. [10]. This, however, defies the purpose of the remote asynchronous method, which is why I 

chose to conduct a field experiment. Even though the research method in several ways can be considered a 

field experiment and, hence, belong to the category of natural settings research, there are two constraints 
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that lead the experimental design towards an artificial setting. One constraint relates to the set of 

predefined tasks that participants were asked to solve, which compromises naturalness as participants 

could be forced into artificial usage situations [5]. The fact that participants evaluated an email client with 

no direct relation to their organization (the university) also contributed with a movement towards an 

artificial setting. Thus, this experimental design creates boundaries that do not reflect method usage in a 

natural setting. 

Contribution 5 represents a field experiment going in depth with the remote asynchronous method of UCI 

by studying the effect of variables relevant in a natural setting. One of these variables is the type of task 

assignments, which, if predefined, can compromise naturalness and lean the experiment towards an 

artificial setting. Yet, most studies of remote asynchronous evaluation methods employ predefined tasks, cf. 

contribution 5. For this reason I was interested in studying the effect of not giving task assignments. 

Additionally I was interested in making participants evaluate a system developed and maintained within 

their organization (the university). Thus, this contribution was directed towards a more natural setting 

compared to contribution 4. A major limitation in this study is the nature of the field experiment as a 

research method. The reduction caused by controlling the variables brings an outcome of predictive power 

within the particular setup, which has further relevance for practice. However, the field experiment comes 

at the cost of change and understanding and a next step would be to evaluate the User Reported Critical 

Incident method using research methods that promote change and understanding such as action research 

or the hybrid of action case. 
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4 Discussion 
The aim of my Ph.D. project was to examine whether software development practitioners and users could 

be supported to drive usability evaluations as well to evaluate these two approaches according to the five 

quality criteria of thoroughness, validity, reliability, downstream utility and cost effectiveness [19]. 

4.1 Thoroughness 

Thoroughness is defined as the proportion of "real" usability problems found using an evaluation method 

out of the total set of real problems. My studies show that the software development practitioners were 

able to identify a considerable amount of usability problems. Findings in contribution 2 show that each 

practitioner on average had a thoroughness of 48 % of all problems. In comparison the usability specialist 

had a thoroughness of 62 %. Results from that study also show that a pair of practitioners had an average 

thoroughness of 71 %, i.e. a pair of practitioners was able to outperform one usability specialist in this 

respect when conducting traditional video based analysis. Contribution 3 shows that three practitioners 

conducting Instant Data Analysis (IDA) had a thoroughness of 73 %.  

The measure of thoroughness used throughout this thesis is based on the assumption that usability 

problems derived through a conventional laboratory evaluation based on video analysis provides the set of 

real problems (see equation (1) in Appendix B). In other words, this usability evaluation method is used as 

the “gold standard” for providing actual criteria, cf. [19]. This also means that the problems found only by, 

e.g. the practitioners or users applying IDA or UCI, but not by specialists using the conventional laboratory 

method are discarded when calculating the thoroughness. If the set of real usability problems is defined by 

the union of all problems it is found in contribution 3 that the three usability specialists uncovered 74.5 % 

of all problems while the practitioners applying IDA identified 80.5 %. Thus, in this case the practitioners 

outperformed the usability specialists doing video based analysis. This may seem surprising given the fact 

that the practitioners received a total of 30 hours of training, but may be explained through their level of 

domain knowledge which was higher than that of the specialists who in this case fit the notion of being 

external consultants. According to Bruce and Morris an inherent problem in applying an outsourcing 

approach is that external consultants lack domain knowledge such as customer requirements [8]. The 

importance of domain knowledge is also supported in other studies, e.g. Nielsens study of usability 

specialists, non-specialists and double experts [42]. Findings from that study show that usability specialists 

found more problems using heuristic evaluation than non-specialists while the double experts found most 

problems [42]. Additionally, Følstad and Hornbæk conducted a study in which a group of end users acted as 

domain experts in the conduction of Coorporative Usability Evaluations [14]. That study shows that 

evaluation output was enriched by including domain experts in the interpretation phase as they provided 

additional insights in identified problems and helped in uncovering a considerable amount of new problems 

[14]. Thus, these studies and indicate that domain knowledge plays a key role in the identification of 

usability problems. This indicates an advantage of the developer driven approach over separate unit and 

outsourcing approaches where usability specialists are distant from the team that develops the software. 

In comparison, the user driven approach evaluated in contributions 4 and 5 reveal a lower thoroughness 

than the developer driven approach. Findings from contribution 4 show that a laboratory evaluation 

conducted by usability specialists reveals significantly more usability problems compared to the user driven 

approaches. Thoroughness of the UCI method is 24 % while the forum and diary based methods reveal 28 % 

and 33 % of the problems respectively. In contribution 5 the participants in task-based conditions 

demonstrated a thoroughness of 64 %, which, compared to the conventional laboratory condition, did not 

reveal a statistically significant difference. However, participants that did not receive predefined tasks had a 
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thoroughness of 28 %, which was significantly lower compared to the conventional laboratory and task 

based conditions. A plausible reason for the observed differences in thoroughness between developer 

driven and user driven approaches could lie in the fact that the software development practitioners 

received 30 hours of in-person training compared to the written instructions submitted remotely to 

participants in the user driven studies.  

An interesting difference between the two user driven studies is that the UCI method in contribution 4 

performed significantly worse than the lab while there were no significant differences between the 

laboratory condition and the task-based conditions in contribution 5 (where UCI is applied). One of the 

differences between these studies is the number of participants where 10 users participated in contribution 

4 (task-based UCI) and 23 in the task-based condition in contribution 5. For many years one of the most 

disputed guidelines related to usability testing in practice is the number of users needed to achieve a 

satisfactory outcome [35]. Lindgaard and Chattratichart analysed usability reports written by nine 

professional usability teams that tested the same interface and their findings show no significant 

correlation between the number of users and the number of severe problems identified. However, there 

was a significant correlation between the number of tasks and the number of problems identified where 

higher task coverage causes a higher number of problems to be identified [35]. This indicates that task 

coverage has more impact on the number of identified usability problems than the number of test users. In 

contributions 4 and 5, however, the participants received the same number of tasks. Thus, although the 

effect of number of users in usability evaluations has been challenged, the above findings indicate that the 

number of users in a user driven approach should not be dismissed, i.e. more users seem to reveal more 

problems in this case. The study in contribution 4 was based on users evaluating an open source email 

client while the system in contribution 5 was a university website directly related to the domain of the 

users who, in both studies, were university students. Thus, domain knowledge in relation to the system 

evaluated could also be accountable for these differences. This is in line with the previously mentioned 

study conducted by Følstad and Hornbæk, which shows that evaluation output can be enriched by including 

domain experts as they uncover a considerable amount of new problems [14]. 

4.2 Validity 

Validity is defined as the proportion of real usability problems found by a particular evaluation method. The 

measure of validity is, like thoroughness, based on the assumption that usability problems derived through 

a conventional laboratory evaluation defines the set of real problems. In contribution 3 it was found that 

the 3 SWPs applying the IDA method revealed a validity of 67 %. In comparison, the validity of the user 

driven approaches in contributions 4 and 5 were higher spanning from 77 % - 87 % with the exception of 

the diary-based evaluation, which provided a validity of 52 %. According to equation (2), these 

measurements express the proportion of problems identified by a given approach, which are also found 

using the conventional laboratory method. Thus, the above findings indicate that the user driven 

approaches have a higher proportion of problems in common with the conventional laboratory evaluation 

than the developer driven approach. This could also explain the observed differences in validity between 

developer and user driven approaches as the specialists in all studies were employed or had previously 

been studying at the same university in which the user driven experiments were conducted. For this reason 

the specialists had considerable knowledge of this domain in which evaluated systems were used compared 

to the domain knowledge in case of the developer driven approach. 

As was also mentioned in the discussion of thoroughness above, the consequence of using conventional lab 

as the “gold standard” will be discarded problems, which are uniquely identified by the SWPs and users. 
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Assuming that problems identified by practitioners and users are all real problems will, on the other hand, 

always reveal a validity of 100 % according to equation (2). Thus, validity and thoroughness measurements 

rely heavily on the assumptions made about realness, but determining the ultimate set of real problems is 

not possible [19]. 

4.3 Reliability 

The any-two agreement is an expression of the average proportion of problems in common between all 

pairs of evaluators. The reliability of the practitioners in the developer driven approach was 38 %, which is 

similar to the 28 % found in the task-based condition of the user driven approach. The reliability was 

considerably lower (4 %) in the non-task based condition of the user driven approach. These similarities and 

differences may be explained by the fact that the users in the Developer Driven approach received 

predefined tasks during the evaluation driven by the practitioners, which was also the case for the task-

based condition of the user driven approach. As discussed in contribution 5, a lack of predefined task 

assignments increases variation in the set of identified usability problems. This in turn indicates that a user 

driven, non-task based approach is well suited for exploratory tests where specific evaluation goals are 

missing. On the other hand, if specified areas of an interface need to be evaluated, users should be given 

predefined tasks to keep them within these limits. 

4.4 Downstream Utility 

Downstream utility is a measure of the extent to which results from usability evaluations impacts the 

usability of a system. In terms of downstream utility, it was found that the practitioners committed to fixing 

most of the identified problems and that they prioritized these based on the factors of resource 

requirements and coherence to other systems. Additionally, the practitioners managed to eliminate most 

of the problems, which resembles the downstream utility found in another organizational setting where 

usability practices had already been established, cf. [22]. These findings, combined with the fact that the 

practitioners identified a considerable amount of problems, indicates that the development driven 

evaluations caused the practitioners to accept results from usability evaluations as well as prioritize fixing 

problems, which deviates from the typical developer mindset described in the literature, cf. [1], [2]. This 

finding may be explained by the awareness that follows from the direct observation of users interacting 

with the software application as this provides first hand insights into the usability problems experienced by 

the users as noted in [29]. 

As contributions 4 and 5 show, then the user driven approach enables users to identify usability problems, 

but the outcome is still only a list of problems on which the software development practitioners need to 

base their improvements. Thus, in this case the software development practitioners do not observe the 

evaluations. This corresponds to the approach where software development practitioners receive a written 

list of usability problems, which is the most widely used feedback format [29]. Due to the fact that software 

development practitioners do not observe the users during interaction, this awareness would arguably be 

compromised when applying user driven evaluations and, in turn, lead to a low level of downstream utility. 

However, further studies are needed to validate this claim. 

Finally, although the practitioners in the developer driven approach managed to eliminate most of the 

problems found in the initial version of the system, it was also found that the second version introduced a 

considerable amount of new problems. This behavior is recognized by Nielsen who argues that design and 

evaluation should be conducted over several iterations as a new design may introduce new usability 

problems [43].The number of new problems could be reduced if practitioners not only received training in 

evaluation, but also in interaction design. As Wixon points out, then it is equally important to tell the 
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practitioners what to do and not just what is wrong within an interface [52]. Thus, in the future it would be 

crucial to provide such practitioners with training in interaction design to further increase the impact of 

usability evaluations. 

4.5 Cost Effectiveness 

Cost effectiveness denotes the average time spent on identifying each usability problem. Contribution 4 

shows that the user driven approach requires considerably fewer resources compared to traditional 

laboratory evaluations based on video based analysis. Findings show that the total time required to prepare 

evaluations and analyze results required 61 person hours in case of the traditional laboratory evaluation 

while the remote asynchronous UCI method required little more than 8 person hours. In relation to 

crowdsourcing, Doan and colleagues mention that the challenge of combining user input is a relatively 

simple task when users provide quantitative data such as numeric ratings, as this can be done automatically. 

Qualitative input such as free form text requires a higher degree of manual labor [12] which could 

compromise the aim of lowering the amount of required resources through the user driven approach. The 

usability problems reported by the users in contributions 4 and 5 are qualitative in nature. However, 

considering the cost effectiveness it is shown that the remote methods required less than 50 % of the time 

to uncover each problem compared to the laboratory method while providing around 50 % of the critical 

problems. This also included time spent on filtering valid and invalid problem descriptions and, thus, 

includes time spent solving the challenge of evaluating qualitative user input in a crowdsourcing approach 

[12]. In relation to resource demands, all instructions in contributions 4 and 5 were conveyed online in 

written form, which shows that larger groups of users can indeed receive minimalist training and 

successfully identify usability problems using few resources. 

Considering the developer driven approach it was found that the practitioners were able to identify a large 

amount of usability problems after receiving 30 hours of training. This shows that such practitioners may 

obtain considerable competences in what may seem to be a short time frame. On the other hand it may be 

difficult to overcome the barrier of high resource demands when each practitioner has to spend 30 hours 

on training. Thus, to avoid this initial overhead of training, it may be more feasible to e.g. apply an 

outsourcing approach where an external usability specialist with the right competences conducts the 

evaluations. In the long run, however, it can be argued that developer driven evaluations would require less 

resources as the hourly rates of consultants can be higher than that of internal employees. A study by 

Bruce and Morris supports this by mentioning that in-house designers are less expensive to use compared 

to out-house designers [8]. An additional consideration is that the practitioners in contributions 2 and 3 

have various job responsibilities of e.g. systems developers, test managers and project managers. This 

means that they have other tasks than just conducting usability evaluations, which means that when they 

spend time on conducting evaluations they cannot fulfill other responsibilities such as implementation and 

planning activities. These other tasks must then be completed at a different point in time. This resembles 

the critique raised against Deng Xiaopings suggestion of letting Chinas barefoot doctors gradually “put on 

shoes” by improving their medical skills, as this moved their responsibilities further away from that of 

agricultural production [11]. 
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Table 3 summarizes my findings of the developer and user driven approaches in relation to quality criteria. 

 Developer Driven User Driven 

Thoroughness  

 

Contribution 2:  

1 SWP (LAB) = 48 % 

2 SWPs (LAB) = 71 % 

1 Specialist (LAB) = 62 % 

 

Contribution 3: 

3 SWPs (IDA) = 73 % 

3 Specialists (LAB) = 100 % 

Contribution 4:  

10 Users (UCI) = 24 % 

10 Users (Forum) = 28 %  

10 Users (Diary) = 33 % 

3 Specialists (LAB) = 100 % 

 

Contribution 5: 

23 Users (Task Based) = 64 % 

20 Users (No-Tasks) = 28 % 

3 Specialists (LAB) = 100 % 

 

Validity 

 

Contribution 3: 

3 SWPs (IDA) = 67 % 

3 Specialists (LAB) = 100 % 

Contribution 4: 

10 Users (UCI)  = 85 % 

10 Users (Forum) = 87 % 

10 Users (Diary)  = 52 % 

3 specialists (LAB) = 100 % 

 

Contribution 5: 

23 Users (Tasks) = 79 % 

20 Users (No-tasks) = 77 % 

3 Specialists (LAB) = 100 % 

 

Reliability 

 

Contribution 2: 

5 SWPs (LAB) = 38 % 
Contribution 5: 

23 Users (Tasks)  = 28 % 

20 Users (No-tasks) = 4 % 

3 Specialists (LAB) = 54 % 

 

Downstream Utility 

 

 

Contribution 3: 

CIR = 61 % 

CDIR = 64 % 

N/A 

Cost effectiveness N/A Contribution 4: 

UCI ≈ 8 hrs. (38 min. per problem) 

Forum ≈ 9 hrs. ( 37 min. per problem) 

Diary ≈ 19 hrs. (39 min. per problem) 

LAB ≈ 60 hrs. (80 min. per problem) 
Table 3: Overview of developer driven and user driven approaches in relation to quality criteria. 
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5 Conclusions 
This chapter presents the conclusion in which I firstly answer each of my detailed research questions 

followed by answers to the overall research question. 

5.1 Research Question 1 

My first research question is:  

• What is the state-of-the-art in applying developer and user driven approaches for usability 

evaluation? 

This has been answered by conducting a literature survey on the developer driven approach, which is 

documented in contribution 1. Additionally, as a part of contributions 4 and 5 I conducted literature surveys 

on the user driven approach. Findings in contribution 1 show that the majority of the identified papers 

describe studies of university curricula and pedagogical approaches while few papers consider training 

novices in an organizational context, of which only 3 are empirical studies on the subject. Additionally, most 

of the papers apply university students as the empirical basis while few papers employ industry 

practitioners as participants in experiments. Finally, the literature survey revealed a single empirically 

based paper focusing on training novice practitioners to drive usability evaluations. 

State-of-the-art in relation to the user driven approach is identified in contributions 4 and 5. In contribution 

4 the literature survey revealed that the majority of papers on this topic present comparative studies of 

remote asynchronous usability evaluation and more established methods such as the conventional 

laboratory evaluation. None of the identified  papers were comparing the performance between several 

asynchronous methods. This survey also revealed 5 categories of remote asynchronous methods: Auto 

logging, User Reported Critical Incident (UCI), unstructured problem reporting, forum and diary. The 

literature survey in contribution 5 uncovers the use of different task assignments and  instruction types 

applied in related work. A single of the identified papers focused on evaluating different types of 

instructions, but in this case the users were physically present during the training sessions. In relation to 

task assignments it was found that most of the papers provide predefined tasks for users to solve. However, 

none of them compare conditions with and without task assignments. 

5.2 Research Question 2 

My second research question is: 

• How do software development practitioners driving usability evaluations perform with respect to 

the quality criteria? 

To answer this I initially conducted research in an artificial setting followed by research in natural settings. 

Findings in contribution 2 showed that the average level of thoroughness for a single practitioner was 48 % 

while a pair of practitioners on average were able to identify 71 % of all problems. It is shown that a pair of 

practitioners can outperform a specialist in this respect.  Findings in contribution 3 show that the 

practitioners had a thoroughness of 73 % using IDA and this also revealed a validity of 67 %. Contribution 2 

show that the five practitioners doing conventional video based analysis had a reliability level of 38 %. 

Additionally, the practitioners committed to fixing 61 % of the identified problems based on the factors of 

resource requirements and coherence to other systems. Severity ratings and length of problem 

descriptions were less influential in this respect and it did not matter whether a problem was experienced 
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by a single or multiple test users. Also, the practitioners managed to eliminate 64 % of the problems, which 

resembles the downstream utility found in organizational settings with established usability practices. 

During the interview the practitioners stated that they had tried to fix most of the problems that recurred, 

but that these fixes did not work as intended. 

Although it was found that practitioners were able to outperform usability specialists with respect to 

thoroughness, findings in contribution 2 also show that practitioners’ problem descriptions were of a lower 

quality compared to that of a usability specialist. Additionally it was found that practitioners were better at 

providing clear and precise problem descriptions than they were at describing the impact, cause, user 

actions and providing data support for observations. 

Finally, a plausible downside to letting the software development practitioners evaluate their own systems 

was discovered. Considerable disagreements on severity ratings given by the practitioners and usability 

specialists were found in contribution 3. Practitioners consistently gave lower ratings than the specialists in 

46 % of the problems. This indicates a lack of objectivity within the group of practitioners. 

5.3 Research Question 3 

The third research question is: 

• How do users driving usability evaluations perform with respect to the quality criteria? 

This question was answered by firstly conducting artificial settings research followed by research in natural 

settings. Findings in contribution 4 reveal a thoroughness of 24 % when users were applying the UCI 

method, while the forum- and diary-based identified 28 % and 33 % of the problems respectively. 

Additionally, contribution 5 showed a thoroughness of 64 % when users were given predefined task 

assignments while the non-task based condition had lower thoroughness of 28 %. Additionally, participants 

were most effective in identifying problems when they received inductive instructions only. Finally 

participants rated the inductive instructions significantly higher than the deductive. Contributions 4 and 5 

show that users had a level of validity ranging from 77 % to 87 %. The reliability varied considerably 

between the users receiving predefined task assignments and the non-task based condition in contribution 

5 where the former revealed a reliability of 28 % and the latter 4 %. In comparison, the three specialists had 

a reliability of 54 %. Thus, a lack of predefined task assignments increases variation between the usability 

problems identified. This demonstrates that authentic system use could be well suited for exploratory tests. 

However, if specific areas in an interface need to be evaluated, users should be given predefined tasks to 

keep them within these limits. Considering cost effectiveness, there was a comparable performance 

between the user driven approaches in contribution 4 of 37 - 39 min. per identified problem. In comparison, 

the conventional laboratory evaluation required 80 min. per identified problem. 

In general, the user driven approach reveals a significantly lower thoroughness than the conventional 

laboratory evaluation conducted by specialists, especially with respect to the serious and cosmetic 

problems, which may seem disappointing. However, considering the cost effectiveness it is found that this 

approach required less than 50 % of the time to uncover each problem compared to the laboratory method 

while providing around 50 % of all critical problems. 

5.4 Overall Research Question 

In the following I return to my overall research question:  
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• Can we provide support that enables software development practitioners and users to drive 

usability evaluations, and how do they perform with respect to the quality criteria? 

Gathering all findings from my studies of the developer driven and user driven approaches reveal that both 

software development practitioners and end users can be supported to drive usability evaluations. The 

developer driven approach reveals a higher level of thoroughness compared to the user driven approach 

where practitioners, due to the high level of domain knowledge were able to outperform usability 

specialists. On the other hand, my studies also indicate, that by increasing the number of users in a user 

driven approach and by providing predefined tasks, it provides a performance close to that of specialists. In 

general, the level of validity of identified problems is higher in the user driven approach. In terms of 

reliability, I found a similar performance between the developer driven and user driven approaches in 

which predefined tasks were given. However, not providing predefined tasks in the user driven approach 

reveals a significantly lower reliability. The level of downstream utility revealed in the developer driven 

approach resembles that in another organizational setting where usability practices had already been 

established. Measurements of downstream utility in a user driven approach are not covered in these 

contributions. I found considerable differences in cost effectiveness when comparing conventional 

laboratory evaluation with the user driven approach. The latter required less than half the time to uncover 

each problem while providing around 50 % of the critical problems. No measurements of cost effectiveness 

of the developer driven approach were covered in these studies. 

In sum, the developer driven approach reveals a high level of thoroughness and downstream utility and the 

user driven approach has higher performance regarding validity. The level of reliability is comparable 

between the two approaches, while the user driven approach, as argued in the discussion section, will 

outperform the developer driven in terms of cost effectiveness. 

5.5 Limitations 

One limitation in my research is that I did not conduct an empirical study examining downstream utility of 

the user driven approach. Høegh et al. found that software development practitioners' awareness of 

usability problems was increased after observing user based evaluations [29]. In the user driven approach 

software development practitioners do not get this kind of first hand insight of the users during interaction. 

Thus, arguably, this awareness is compromised when applying user driven evaluations, which in turn would 

lead to a low level of downstream utility. Additionally, I did not conduct a study of the cost effectiveness of 

the developer driven approach. Hence, the level of downstream utility and cost effectiveness for the user 

driven and developer driven approaches remain speculative. Another limitation is that  I did not evaluate 

the quality of the problem descriptions in case of the user driven approach. 

As mentioned in the introduction of this thesis, the user driven approach is closely related to the idea of 

crowdsourcing. Doan and colleagues emphasize the challenge of recruiting and retaining users in relation to 

crowdsourcing [12]. In my studies the participants in contributions 4 and 5 were university students. As a 

Ph.D. student at the same university I had knowledge of the best communication channels to use when 

wanting to get in contact with students, which in this case was through the respective semester secretaries. 

Such knowledge, however, may not always be available. Additionally, as the students came from the same 

university as me, this could have had an effect on retaining the users, e.g. they could have been motivated 

to participate as we were part of the same organization. This is not always the case in practice, which is 

why it could be interesting to conduct further studies of how knowledge of information channels and 

closeness of relationships affect recruiting and retaining users in the user driven approach. 



32 

 

Limited generalizability is another limitation, which especially applies to the research in relation to the 

developer driven approach. The trade-off when applying action case as a research method is that the 

outcome of change and understanding comes at the cost of prediction. The outcome presented in 

contribution 3 may only be limited to the particular practitioners that participated and the partnering 

company. 

Also, no full scale action research was conducted, which is a limitation to the research contributions 

presented in this thesis. Multiple iterations of planning, design, action, observation and evaluation in the 

context of a company could have revealed whether or not the developer driven and user driven approaches 

could have been imposed in a sustainable manner. Although I obtained an outcome of change and 

understanding in the action case research effort presented in contribution 3, I do not have enough data to 

verify sustainability. In case of the user driven approach I applied field experiments as a research method, 

which promote the outcome of prediction. This, however comes at the cost of change and understanding. 

Finally, contribution 3 showed that, although the software development practitioners were able to remove 

most usability problems in the initial version of the evaluated system, a considerable amount of new 

problems were identified in the second version. As argued by Nielsen, it is typical that new problems occur 

in a new interface design [43], but this could arguably be reduced if the practitioners had received training 

in interaction design. As Wixon points out, then it is equally important to tell the practitioners what to do 

and not just what is wrong in a user interface [52]. 

5.1 Future Work 

As a continuation of my work presented in this thesis, it would be relevant to conduct empirically based 

studies of downstream utility when applying the user driven approach, but also studies of the cost 

effectiveness of the developer driven approach. This would lead to more complete insights in these 

approaches with respect to the five quality criteria proposed in [19]. Although this is not part of five criteria, 

I still find it relevant to consider studying the quality of problem descriptions made by users in the user 

driven approach. Additionally, it would be relevant to further support practitioners through training in 

interaction design and then study how this affect the impact of usability evaluations, e.g. downstream 

utility. It would also be relevant to conduct field experiments with more practitioners and companies 

participating to increase generalizability of findings in relation to the developer driven approach. And, 

finally, I find a need for studying sustainability of the developer driven approach imposed in the partnering 

company, which could be accomplished through action research. This also applies in case of the user driven 

approach. At the time of writing, a 10 month period has passed without any research activities in the 

partnering company applying the developer driven approach. In that period the practitioners have initiated 

three usability evaluations on their own, which indicates some form of sustainability.  



33 

 

6 References 
1. Ardito C., Buono P., Caivano D., Costabile M.F., Lanzilotti R., Bruun A. and Stage J. Usability Evaluation: A 

Survey of Software Development Organizations. In Proceedings of SEKE. Knowledge Systems Institute 

Graduate School, Skokie, IL, USA (2011). 

2. Bak, J. O., Nguyen, K., Risgaard, P. and Stage, J. Obstacles to usability evaluation in practice: a survey of 

software development organizations. In Proc. NordiCHI. ACM Press (2008). 

3. Benbasat, I. An Analysis of Research Methodologies. In F.W. McFarlan (ed.), The Information Systems 
Research Challenge. Harvard Business School Press, Harvard, USA (1985). 

4. Bonnardel, N., Lanzone, L. and Sumner, T. Designing web sites: The cognitive processes of lay-designers. 

Cognitive Science Quarterly 3, 1 (2003), 25-56. 

5. Bosenick, T., Kehr, S., Kühn, M. and Nufer, S. Remote usability tests: an extension of the usability toolbox 

for online-shops. In Proc. UAHCI, Springer-Verlag (2007), 392-398. 

6. Braa, K. and Vidgen, R. Action Case: Exploring the Middle Kingdom in IS Research. In Proc. of the Third 
Decenial Conference on Computers in Context. 

7. Braa, K. and Vidgen, R. Interpretation, Intervention, and Reduction in the Organizational Laboratory: A 

Framework for In-Context Information Systems Research. In Accounting, Management and Information 
Technologies 9, pp. 25-47. Elsevier (1999). 

8. Bruce, M. and Morris, B. Managing external design professionals in the product development process. In 

Technovation 14, 9, pp. 585-599. Elsevier Science Ltd. (1994). 

9. Capra, M.G. Usability Problem Description and the Evaluator Effect in Usability Testing. Virginia 

Polytechnic Institute & State University, Blacksburg (2006). 

10.Castillo, J. C., Hartson, H. R. and Hix, D. Remote usability evaluation: Can users report their own critical 

incidents? In proc. CHI, 253-254. ACM Press (1998). 

11.Daqing, Z., Unschuld, P.U.: China's barefoot doctor: Past, present, and future. In The Lancet 372,  9653, 

pp. 1865–1867. Elsevier Ltd. (2008). 

12.Doan, A., Ramakrishnan, R. and Halevy, A.Y. Crowdsourcing systems on the World-Wide Web. In 

Communications of the ACM 54, 4, pp. 86-96. ACM, New York, USA (2011). 

13.European Commissions definition of Small and Medium-sized Enterprises: 

http://ec.europa.eu/enterprise/policies/sme/facts-figures-analysis/sme-definition/index_en.htm. 

14.Følstad, A., Hornbæk, K. Work-domain knowledge in usability evaluation: Experiences with Cooperative 

Usability Testing. In J. of Systems and Software 83, 11, 2019-2030. Elsevier Science Inc. New York, NY, 

USA (2010). 

15.Galliers, R.D. Choosing Information Systems Research Approaches. In Galliers, R.D. (Ed.), Information 
Systems Research: Issues, Methods and Practical Guidelines. Blackwells Scientific Publications, Boston, 

USA. 

16.Galliers, R.D. Research Issues in Information Systems. In Journal of Information Technology 8, pp. 92-98. 

Chapman Hall Ltd (1993). 

17.Gray, W.D. & Salzman, M.C. Damaged Merchandise? A Review of Experiments that Compare Usability 

Evaluation Methods. In Human-Computer Interaction 13, pp. 203-262 (1998). 

18.Gulliksen, J., Boivie, I., Persson, J., Hektor, A. and Herulf, L. Making a difference: a survey of the usability 

profession in Sweden. In Proc. NordiCHI. ACM Press (2004). 

19.Hartson, H.R., Andre, T.S. and Williges, R.C. Criteria for Evaluating Usability Evaluation Methods. In Int. J. 
of Human-Computer Interaction 13, 4, pp. 373-410. Taylor & Francis (2001). 

20.Hayes, G. The relationship of action research to human-computer interaction. In ACM Transactions on 
Computer-Human Interaction (TOCHI) 18, 3. ACM, New York, USA (2012). 

21.Häkli, A. Introducing user-centered design in a small-size software development organization. Helsinki 

University of Technology (2005). 



34 

 

22.Hertzum, M. Problem Prioritization in Usability Evaluation: From Severity Assessments Toward Impact 

on Design. In Int. J. of Human-Computer Interaction 21, 2, 125-146. Taylor & Francis (2006). 

23.Hertzum, M. and Jacobsen, N.E. The Evaluator Effect: A Chilling Fact About Usability Evaluation 

Methods. In Int. Journal of Human-Computer Interaction 13, 4, pp. 421-443- Taylor Francis (2001). 

24.Howard, M., Vidgen, R., Powell, P. and Powell, J. Exploring the use of QPID: A collaborative study of B2B 

in the automotive industry. In Omega 35, 4, pp. 451-464. Elsevier (2007). 

25.Howarth, J. Supporting novice usability practitioners with usability engineering tools. Virginia Polytechnic 

Institute & State University Blacksburg, Blacksburg, (2007). 

26.Howarth, J., Andre, T. S. and Hartson, R. A Structured Process for Transforming Usability Data into 

Usability Information. Journal of Usability Studies 3, 1, 7-23 (2007). 

27.Hwang, W. and Salvendy, G. Number of people required for usability evaluation: the 10±2 rule. In 

Communications of the ACM 53, 5,  130-133. ACM (2010). 

28.Høegh, R. T., Nielsen, C. M., Overgaard, M., Pedersen, M. B. and Stage, J. A Qualitative Study of 

Feedback from Usability Evaluation to Interaction Design: Are Usability Reports Any Good? In 

International Journal of Human-Computer Interaction 21, 2, pp. 173-196. Lawrence Erlbaum Associates 

(2006). 

29.Høegh, R. T., Nielsen, C. M., Overgaard, M., Pedersen, M. B. and Stage, J. The Impact of Usability Reports 

and User Test Observations on Developers’ Understanding of Usability Data: An Exploratory Study. In Int. 
Journal of Human-Computer Interaction 21, 2, pp. 173-196. Taylor & Francis (2006). 

30.ISO 9241-11. Ergonomic requirements for office work with visual display terminals (CDTs) part 11: 
Guidance on Usability. International Organization for Stadardization, Switzerland (1998). 

31.Juristo, N., Moreno, AM and Sanchez-Segura, M. I. Guidelines for eliciting usability functionalities. In 

IEEE Transactions on Software Engineering 33, 11, pp. 744-758. IEEE Computer Society Press (2007). 

32.Kjeldskov, J., Skov, M. B. and Stage, J. Instant data analysis: conducting usability evaluations in a day. In 

Proc. NordiCHI. ACM Press (2004). 

33.Koutsabasis, P., Spyrou, T., Darzentas, J.S., Darzentas J.: On the Performance of Novice Evaluators in 

Usability Evaluations. In Proc. PCI (2007). 

34.Law, E. Evaluating the downstream utility of user tests and examining the developer effect: A case study. 

In Int. J. Human-Comput. Interact. 21, 2, pp. 147--172. Taylor & Francis, London, England (2006). 

35.Lindgaard, G. and Chattratichart, J. Usability Testing: What Have We Overlooked? In proc. CHI. ACM 

Press (2007). 

36.Lund, A.M. Damaged Merchandise? Comments on Shopping at Outlet Malls. In Human-Computer 
Interaction 13, pp. 276-281 (1998). 

37.McGrath, J. Dilemmatics: The Study of Research Choices and Dilemmas. In J. McGrath, J. Martin and R. 
Kulka (Eds.), Judgement Calls in Research. Sage, Beverly Hills, USA (1982). 

38.McKay, J. & Marshall, P. The dual imperatives of action research. In Information Technology & People 14, 

1, pp. 46-59. MCB UP Ltd (2001). 

39.Medlock, M.C., Wixon, D., Terrano, M., Romero, R., Fulton, B. (2002). Using the RITE method to improve 

products: a definition and a case study. In proc. Usability Professionals Association (2002). 

40.Metzker, E., Offergeld, M. An Interdisciplinary Approach for Successfully Integrating Human-Centered 

Design Methods Into Development Processes Practiced by Industrial Software Development 

Organizations. In Proc. IFIP International Conference on Engineering for Human-Computer Interaction. 
Springer-Verlag (2001). 

41.Molich, R. Usable Web Design. Nyt Teknisk Forlag (2007). 

42.Nielsen, J. Finding usability problems through heuristic evaluation. In Proc. CHI. ACM Press (1992). 

43.Nielsen, J. Iterative User-Interface Design. In Computer 26, 11, pp. 32-41. IEEE (1993). 

44.Nielsen, J. Usability inspection methods. In Proc. CHI. ACM Press (1994). 

45.Radle, K., Young, S. Partnering usability with development: how three organizations succeeded. In IEEE 
Software 18, 1, pp.38-45. IEEE (2001). 



35 

 

46.Rosenbaum, S., Rohn, J. A. and Humburg, J. A toolkit for strategic usability: results from workshops, 

panels, and surveys. In Proc. CHI. ACM Press (2000). 

47.Rubin, J., Chisnell, D.: Handbook of Usability Testing: How to Plan, Design, and Conduct Effective Tests, 

2nd. Edition. John Wiley & Sons, Inc., Indianapolis, USA (2008). 

48.Sawyer, P., Flanders, A. and Wixon, D. Making A Difference – The Impact of Inspections. In Proc. CHI. 
ACM Press, New York, USA (1996). 

49.Schaffer, E. Institutionalization of Usability: A Step-By-Step Guide. Addison Wesley, Redwood City, CA, 

USA, 2007. 

50.Scholtz, J., Laskowski, S. and Downey, L. Developing usability tools and techniques for designing and 

testing web sites. In proc. Conference on Human-Factors & the Web (1998). 

51.Skov, M. B., Stage, J. Supporting Problem Identification in Usability Evaluations. In Proc. OZCHI. ACM 

(2005). 

52. Wixon, D. Evaluating usability methods: why the current literature fails the practitioner. In Interactions 
10, 4, 28-34. ACM New York, NY, USA (2003). 

53.Wynekoop, J.L. and Conger, S.A. A Review of Computer Aided Software Engineering Research Methods. 

In H-E. Nissen, H. K. Klein, & R. Hirschheim (Eds.), Information systems research: Contemporary 
approaches and emergent traditions. Elsevier Science Publishers, 1990. 

  



36 

 

7 Appendix A – Paper Contributions 
This appendix contains the five paper contributions in their full versions. The papers have been published as 

follows:  

[1] Bruun, A. Training Software Developers in Usability Engineering: A Literature Review. In 

Proceedings of NordiCHI. ACM Press, New York, NY, USA (2010). 

[2] Bruun, A. and Stage, J. 2011. Training Software Development Practitioners in Usability Evaluations: 

An Exploratory Study of Cross Pollination. In Proceedings of the 5th Workshop on Software and 

Usability Engineering Cross-Pollination: Patterns, Usability and User Experience (PUX 2011). 

[3] Short version:  Bruun, A. and Stage J. Overcoming the Developer Mindset Barrier towards Usability 

Evaluations. In Proceedings of the 35th Information Systems Research Seminar in Scandinavia (IRIS 

2012). 

Extended version: Bruun, A. and Stage, J. Training Software Development Practitioners in Usability 

Testing: An Assessment Acceptance and Prioritization. Accepted for publication in Proceedings of 

the 23rd Australian Computer-Human Interaction Conference (OzCHI). ACM Press, New York, NY 

(2012). 

[4] Bruun, A., Gull, P., Hofmeister, L. and Stage, J., 2009. Let Your Users Do the Testing: A Comparison 

of Three Remote Asynchronous Usability Testing Methods. In Proceedings of the 27th international 

conference on Human factors in computing systems ( CHI). ACM Press, New York, NY, USA (2009). 

[5] Bruun, A. and Stage, J., 2012. The Effect of Task Assignments and Instruction Types on Remote 

Asynchronous Usability Testing. In Proceedings of the 2012 ACM annual conference on Human 

Factors in Computing Systems ( CHI). ACM Press, New York, NY, USA (2012). 



 

37 

 

Training Software Developers in Usability Engineering:     
A Literature Review 

Anders Bruun 

Aalborg University, Department of Computer Science 
Selma Lagerlöfs Vej 300, DK-9220, Aalborg Oest, Denmark 

bruun@cs.aau.dk 
 

ABSTRACT 

Software companies focusing on Usability Engineering face 
two major challenges, the first being the sheer lack of 
usability specialists leading to missing competences in the 
industry and the second, which regards small companies 
suffering from the constraint of low budgets, thus not being 
able to fund usability specialists or comprehensive 
consultancy. Training of non-usability personnel in critical 
usability engineering methods has the potential of easing 
these challenges. It is, however, unknown how much and 
what kind of research that has been committed to novice 
training in UE methods. This paper presents a 
comprehensive literature study of research conducted in this 
area, where 129 papers are analyzed in terms of research 
focus, empirical basis, types of training participants and 
training costs. Findings show a need for further empirical 
research regarding long term effects of training, training 
costs and training in user based evaluation methods. 

Author Keywords 

Training, developers, usability engineering, literature 
review. 

ACM Classification Keywords 

H5.2 Information interfaces and presentation (e.g.,HCI): 
User Interfaces -- User-centered design, Training, help and 
documentation. 

INTRODUCTION 

During the last decade large software companies have 
increased their focus on introducing usability engineering 
(UE) methods into the development processes. One 
challenge for these companies is the sheer lack of usability 
specialists in the industry, which leads to missing 
competences across the board and hence, problems with 
incorporating UE in the development processes [16, 24]. 

However, small companies do not even have the privilege 
of staffing usability specialists and these have to cope with 
issues such as the constraint of low budgets. In practice this 
means that small software companies do not have the funds 
to pay for comprehensive consultancy or staffing of 
usability specialists [13, 18, 28] as they are expensive to 
hire [23].  A survey conducted by Gulliksen et al. 
acknowledges this by showing that usability specialists are 
primarily employed by medium-sized or large companies 
[12]. In their study 70 % of the 194 respondents, are 
employed usability specialists in companies with at least 50 
employees, which are categorized as medium-sized [9]. 
This is also supported by Rosenbaum et al. that shows that 
most usability specialists are employed in large companies 
consisting of 250 or more employees [25].  

The fact that small companies usually do not have staff with 
usability competences is expressed as one of the main 
barriers for incorporating UE in the development process 
[22]. This is also supported in the survey presented in [25] 
that shows that 17.3 % of 134 respondents mentioned 
missing competences as one of the main obstacles. 

One way of solving the problems of incorporating UE in 
software companies is to increase knowledge of the subject 
across the set of stakeholders [12]. Thus, training non-
usability personnel in critical usability engineering methods 
has the potential of easing problems regarding the lack of 
usability specialists in the industry, which is experienced in 
large companies. Training also provides an opportunity for 
small companies to apply UE methods as the developers 
themselves are driving the UE process, thus lessening the 
need to staff usability specialists, which cannot be funded.  

Some studies provide promising insights regarding training 
of usability novices in UE methods. Metzker and Offergeld 
describe a software project in which developers participated 
in contextual task analysis, which motivated the participants 
to produce components with a high level of usability [22]. 
Another study presented in [17] describes how a non-
usability specialist learned to apply a usability evaluation 
method. The participant stated that only little experience 
with cognitive psychology was needed in order to apply the 
method. Seffah et al. describes the opposite case in which 
usability specialists having sufficient technical knowhow 
eased integration of UE methods in the development 
process and gained wide acceptance from developers [29]. 
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A reason for this could be that their perspectives are more 
closely aligned with that of the developers.  

Although seeming to be a promising approach for solving 
the above mentioned problems, it is still unknown how 
much and what kind of research that has been committed to 
novice training in UE methods. This paper presents a 
comprehensive literature study focusing on what research 
has been conducted in the area of training novices in UE 
methods.  

The following section describes the method used for 
identifying relevant research papers. Then an overview of 
the identified papers will be presented and analyzed in 
terms of research focus, empirical basis, types of training 
participants and cost. After this the findings are discussed 
according to future research needs and the final section 
presents conclusions.  

METHOD 

This section describes the strategy undertaken to cover the 
body of knowledge regarding training of novices in UE 
methods. The overall strategy was based on the iterative 
process of identifying and reading papers, then identifying 
and reading potentially relevant papers from references or 
citations. 

Selection of papers - criteria 

Papers were selected as relevant if they described or 
focused on training of novices in UE methods. Here 
“novices” are defined according to Bonnardel et al.’s 
definition: 

“Lay-designers are people with little or no formal training 

in either web design specifically or its attendant skills (e.g., 

database design, graphic design, user interface design, 

etc.)” [5]. 

This definition does not, however, define what “little 
training” means exactly. For this the definition of Howarth 
et al. is used:  

“Additionally, all the evaluators selected for the study had 

less than one year of job experience related to usability 

engineering, thereby qualifying them as novices” [15]. 

Thus, this paper defines novices as persons with less than 
one year of job experience and no formal training in 
Usability Engineering methods. 

Conference and journal papers were selected as relevant 
sources as these have gone through scientific peer reviews 
in order to be accepted at conference proceedings or 
journals. Ph.D. and master thesis’s were also included as 
they have been reviewed at higher exams. Books were not 
considered relevant in this study since it is uncertain 
whether or not these have gone through the same level of 
review. Table 2 shows how the selected papers are 
distributed according to publication type. 

Papers were not selected if they had a purely pedagogical 
focus and did not describe training in particular UE 
methods or rendered too few details to uncover whether the 
training regarded analysis, design or evaluation methods. 
This was also the case if papers provided descriptions of 
particular methods aimed at novices or focused on skills 
needed by novices but no training was mentioned or given, 
for instance if novices were used as participants in 
experiments but details of their training was left 
unmentioned. Another constraint was if usability experts 
acted as participants or the methods used were dependent 
on expert knowledge, in which case the papers were 
excluded. The same goes for papers describing surveys of 
current use in software companies and papers focusing on 
description of courses aimed at UE lecturers. The final 
constraint regarded cases in which the same study by the 
same authors was described in different papers. In this case 
only one of these was chosen where journal versions were 
prioritized over conference papers, otherwise the latest 
version would be selected for inclusion. 

Identification process 

In order to identify the first set of relevant papers a 
preliminary screening was performed. This was done using 
Google Scholar, as this search engine covers scientific 
papers from a broad set of publishers and proceedings. The 
search criteria were based on a full-text search in which all 
the words “training”, “developers” and “usability” were 
required and resulted in 33,800 records (search conducted 
December 1st 2009). As it would be too tedious a task to 
read abstracts from all these papers the first 200 abstracts 
were read of which 23 potentially relevant papers were 
selected and read in full. Eight papers were selected as 
relevant and defined the result of the screening process.  

Papers referenced in the selected 8 papers from the 
screening were marked as potentially relevant. In addition 
the relevant 8 papers were looked up on Google Scholar 
which provides a utility to identify which papers are citing 
these. All citations were also marked as potentially relevant. 
Subsequently abstracts from all referenced and cited papers 
were read and papers fitting the selection criteria were read 
in full. This process continued until closure was reached 
after 8 iterations. 

Table 1 presents the statistics from the overall reading 
process and shows that 4155 abstracts were read and that 
286 papers were read in full ending up with 129 actually 
relevant papers. Note that because of the length of the 
references these 129 papers are listed on a website [1] and 
are cited using parentheses and not square brackets, e.g. 
“(46)”.  

Table 2 presents an overview of the 129 papers distributed 
according to publication type. From the table it can be seen 
that the level of quality of the majority of papers adhere to 
conference proceedings and journal standards. 
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Potentially 

relevant 

Read in 

full 

Actually 

relevant 

Screening 200 23 8 

References / Citations 3955 263 121 

Total 4155 286 129 

Table 1: Statistics from the overall reading process. 

 

Conference proceeding 73 

Journal 42 

Workshop 7 

Thesis 7 

Total 129 

Table 2: Distribution of papers according to publication type. 

OVERVIEW OF CURRENT RESEARCH 

This section provides an overview of the body of research 
focusing on training of novices in UE methods. 

Research focus 

By reading the research questions of the individual papers 3 
categories of research focus were identified and are 
described in further detail below. Figure 1 provides an 
overview of the 129 relevant papers categorized according 
to their research focus and empirical basis. 

University Focus 

Seventy papers (54 %) have a university focus in which the 
main purpose is description, development or evaluation of 
UE contents for university curricula or pedagogical 
approaches applied in teaching UE methods to university 
students. The identified pedagogical papers do not focus on 
the curriculum contents, but on the way contents are taught, 
which differentiates this set of papers from those 
considering contents. Twenty-four are empirical studies of 
which 14 describe and evaluate courses with respect to 
student performance and perceived usefulness (6, 8, 9, 14, 
24, 25, 55, 65, 90, 91, 93, 94, 120, 123). Ten are 
pedagogical papers evaluating the comprehensibility or 
effectiveness of the approach (15, 31, 35, 57, 58, 60, 83, 92, 
98, 100), of which 2 are comparative studies of training 
materials comparing the effect of varying training 
conditions (15, 31). The remaining 46 papers are non-
empirical of which 39 describe development of new 
curricula contents and course outlines (10, 11, 13, 17, 18, 
20, 23, 29, 32, 33, 39, 41, 72, 74, 76, 78, 79, 80, 82, 84, 87, 
89, 95, 96, 97, 99, 101, 102, 103, 105, 108, 113, 117, 118, 
119, 121, 122, 125, 126, 128). Seven are studies describing 
new or previously applied pedagogical methods and brief 
descriptions of lessons learned (7, 34, 37, 38, 56, 69, 71). 

 

Figure 1: Number of papers distributed according to research 

focus and empirical basis (n = 129). 

Practice – Field studies 

The remaining categories of research focus consist of 59 
papers with the purpose of describing, developing or 
evaluating UE methods for use in industrial practice. These 
are labeled as “Practice” in Figure 1 and are divided in 2 
categories. Thirteen papers (10 %) have a field focus in 
which institutionalization of UE methods is done through 
practitioner training while considering the organizational 
context. These papers consider company size, staffing and 
development process and 3 are empirical studies where 
papers (1) and (36) present studies of integrating UE 
methods into small-sized companies through developer 
training and (66) uses a large company as their case. The 
remaining 10 papers describe non-empirical research by 
presenting theoretical frameworks for integration of various 
UE methods into development processes and present 
suggestions for industry training programs (12, 26, 27, 28, 
52, 54, 67, 81, 86, 104). 

Practice – Laboratory studies 

Forty-six papers (36 %) focus on description, development 
or evaluation of UE methods or tools isolated from the 
organizational context and is thus labeled as “laboratory”. 
Six of these papers conduct empirical studies of novice 
performance when applying UE methods of which 5 present 
comparative studies of differences between usability 
specialists and novices (3, 85, 109, 111, 129). The sixth 
paper (46) evaluates the comprehensibility of a novel UE 
method when used by novices without comparing novices 
and specialists. Nine of the 46 “laboratory” papers focus on 
development or descriptions of software tools to support 
novices in applying UE heuristics or methods. Four of these 
are empirical studies that describe development of tools and 
evaluation of these using novices (50, 70, 106, 115) and 5 



 

40 

 

are non-empirical describing the development of specific 
software applications to support novices (4, 42, 59, 75, 
114). Seventeen of the 46 “laboratory” papers have the 
main purpose of comparing two or more UE methods 
empirically using novices (2, 19, 21, 22, 30, 43, 44, 48, 49, 
53, 61, 62, 63, 64, 68, 77, 107), while 14 papers are 
empirical evaluations of single methods applied by novices 
(5, 16, 40, 45, 47, 51, 73, 88, 110, 112, 113, 116, 124, 127). 

Summary – Research focus 

The above observations show that the majority of papers 
focus on development, description and evaluation of 
university curricula content or pedagogical approaches (54 
%) and UE methods in isolation from organizational 
context (36 %). Few of the identified papers (10 %) focus 
on institutionalization issues in the field by considering the 
organizational context and that only 3 of these (2 %) are 
empirical studies on the subject. As this paper seeks to 
identify the body of research regarding training of novices 
in UE methods targeted for use in industrial practice, the 
remaining sections focus on the papers doing so, i.e. the 59 
papers in the “Practice” categories shown in Figure 1. 

Participant types 

Table 3 presents an overview of the 59 papers distributed 
according to their empirical basis and training participants. 
The matrix is divided in columns representing the empirical 
basis of the relevant papers, i.e. non-empirical and 
empirical, where empirical studies may base findings on 
experiments using either students, practitioners or both as 
subjects. Note that it was not possible to determine whether 
the subjects in the empirical studies of papers (15, 73) were 
students or practitioners, thus an additional category labeled 
“unclear” was necessary.  

Empirical basis 

Non-

empirical 

Empirical 

 Students Practitioners Both Unclear 

4, 12, 26, 
27, 28, 42, 
52, 59, 67, 
81, 104, 
114 

2, 5, 16, 19, 
21, 30, 31, 
35, 40, 43, 
44, 45, 46, 
49, 50, 51, 
61, 62, 63, 
64, 68, 77, 
85,  106, 
107, 109, 
110, 111, 
112, 113, 
127, 129 

1, 3, 22, 36, 
47, 48, 53, 
54, 66, 70, 
86, 115, 124 

88 15, 73 

n = 12 n = 32 n = 13 n = 1 n = 1 

Table 3: Papers distributed according to empirical basis and 

participant type (n = 59). 

 

Non-empirical 

The table shows that 12 papers of the 59 (20 %) describe 
non-empirical research targeted at practitioners. The 
majority of these discuss field issues of institutionalizing 
UE into software companies and the remaining describes 
development of tools to support novices. 

Students 

Thirty-two papers (54 %) are empirically based using 
students for observations on training in methods targeted 
for use by practitioners in isolation from the organizational 
context, i.e. laboratory experiments. Most of these papers 
concern evaluation of a single or multiple UE methods and 
a few regard studies of pedagogical approaches and tool 
support. 

Practitioners 

Thirteen papers (22 %) describe empirical studies based on 
observations of novice practitioners trained in UE methods, 
which are also aimed for use by practitioners. The papers 
described in this set have a field focus on 
institutionalization via training of practitioners and others 
evaluate UE methods and supporting tools in laboratory 
conditions isolated from organizational contexts. 

Both 

A single paper (2 %) uses students and practitioners as the 
empirical basis. That paper describes a comparative 
laboratory study where the purpose is to evaluate a UE 
method using 4 different experimental conditions, of which 
1 includes practitioners and the others include students. 

Summary – Participant types 

Summarizing on the above it is shown that most of the 
current empirical research focusing on training in UE 
methods, for use by practitioners, is actually done using 
students as the empirical basis. Additionally, few of the 
identified empirical studies report of training novice 
practitioners in UE methods targeted for use in industry 
practice. Another observation is the fact that only 1 paper 
includes students and practitioners in the same study. 

Training contents 

Figure 2 provides an overview of the UE methods which 
are described and taught in the 59 papers targeting 
practitioners. For simplicity the methods are categorized 
according to the usability engineering activities in which 
they are to be applied [26]. The first activity category is 
“analysis”, which covers survey or task analysis methods 
used for needs analysis or user profiling. The second 
category is “design”, which regards design principles, 
patterns or prototyping methods applied during creation of 
the user interface. The third activity category is 
“evaluation”, which covers usability evaluation methods 
such as heuristic inspection or usability testing with users. 
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Figure 2: Number of papers targeted at practitioners 

distributed according to training contents (n = 59). 

Figure 2 shows that 4 papers report on training in analysis 
methods exclusively, where 2 are empirical studies  (1, 51) 
and  2 are non-empirical (52, 104 ). It can also be seen that 
16 papers focus on training in design methods only, of 
which 4 are non-empirical (4, 42, 59, 114) and 13 are 
empirical (3, 16, 19, 31, 35, 61, 62, 66, 70, 86, 106, 115). 
The majority of papers focus on training novices in 
evaluation methods solely where a single paper is non-
empirical (67) and 29 are based on empirical observations 
(2, 5, 21, 22, 30, 40, 43, 44, 45, 47, 48, 49, 50, 53, 63, 64, 
68, 77, 85, 88, 107, 109, 110, 111, 112, 113, 124, 127, 129).  

The remaining 8 papers describe training in several 
categories of methods where 3 are empirical (46, 54, 36) 
and 5 are non-empirical (26, 27, 28, 81, 12). Summarizing 
Figure 2 it can be seen that 11 papers describe training in 
analysis methods, 24 in design methods and 35 in 
evaluation methods targeted for use by practitioners.  

Training costs 

This section provides an overview of the reported training 
costs in the 59 papers targeting practitioners of which 21 
papers (36 %) mention training costs as a focal point.  

Training costs and field studies 

Figure 3 provides an overview showing that 6 of these 21 
papers consider the organizational context, thus having a 
field focus on institutionalization. The 2 empirical studies 
are using practitioners as the empirical basis. One of these 2 
papers train participants in analysis methods (1) while the 
other describes training in analysis, design and evaluation 
methods (36). The remaining 4 papers having this research 
focus are non-empirical and present theoretical frameworks 
for integration of various UE methods into development 
processes. Two of these recommend training in several 
methods (27, 28) while the final 2 suggest training in design 
or evaluation methods exclusively (67, 86). 

 

 

Figure 3: Number of papers focusing on training cost 

distributed according to research focus (n = 21). 

Training costs and laboratory studies 

Fifteen of the papers considering training costs have 
description, development or evaluation of UE methods or 
supporting tools as a focal point. None of these consider 
organizational contexts, thus being categorized as 
laboratory studies. One of the 15 papers is a non-empirical 
study and describes the development of a tool to support 
novice practitioners in design tasks (42). The last 14 are 
empirically based of which 5 use practitioners as 
participants and 1 uses students and practitioners. The 
papers evaluate novice use of UE methods and supporting 
tools, where training contents regard either evaluation or 
design methods exclusively (47, 48, 53, 70, 88, 115). The 
remaining 8 papers use students as the empirical basis of 
which 1 describe development and evaluation of a tool to 
support practitioners in design activities (106) and the final 
7 compare evaluation methods (21, 45, 68, 77, 85, 109, 
127). 

Differences in training hours 

Fifteen of the 59 papers mention training costs in number of 
hours as the measuring unit of which 7 focus on cost (21, 
36, 45, 47, 48, 53, 109) and 8 do not (2, 5, 30, 40, 49, 62, 
107, 111). Figure 4 shows a box plot of these 15 papers 
distributed according to their focus on cost and training 
duration in hours. 
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Figure 4: Box plot of empirical based papers targeted at 

practitioners (n = 15 papers mention training cost in hours). 

The first quartiles (0 – 25 %) show a lower bound of 1 – 3.5 
hours for papers not focusing on training cost where the 2 
papers contained herein focus on training students in 
usability evaluation methods exclusively (2, 40). In case of 
cost focus the lower bound is between 1 – 2.5 hours and 
includes 2 papers describing training novice students (45) 
and practitioners in evaluation methods solely (53). 

The second quartile (25 – 50 %) shows that the number of 
training hours is between 3.5 – 7.5 and 2.5 – 5 hours for 
non-cost and cost focus respectively. Papers (5, 107) do not 
focus on training costs and report on training students in 
evaluation methods exclusively, which is also the case for 
paper (21) focusing on cost. 

The third quartiles show larger differences spanning from 
7.5 – 20.9 hours for papers not having training costs as a 
focal point and 5 – 7.5 for papers that do. These 2 sets 
contain 4 papers which describe training of novice 
practitioners focusing on cost (47, 48) and training of 
students with no cost focus (30, 49). The 4 papers all 
describe training in evaluation methods solely. 

The fourth quartiles span from 20.9 – 40 hours in the case 
of papers without a training cost focus and 7.5 – 40 for the 
papers mentioning low training costs. The 2 papers not 
mentioning costs describe educating students in design or 
evaluation methods solely (62, 111). One of the 2 papers 
considering low training costs educate novice students in 
evaluation methods exclusively (109) and the other train 
novice practitioners in all aspects of UE, i.e. analysis, 
design and evaluation methods (36). 

Thus, from Figure 4 it can be seen that papers focusing on 
cost overall spend less hours training participants in UE 
methods. This is in part indicated by the upper bounds of 
quartiles 1, 2 and 3, which are lower for papers having a 

cost focus. Another, less apparent, indicator is the medians, 
which are 7.5 for papers with a non-cost focus and 5 for 
those considering cost. However, these indications are 
inconclusive due to the few papers describing training costs 
in hours and due to the overlaps in training hours between 
papers focusing on cost and those that do not, especially in 
the first and second quartiles. The fact that there are 
considerable variations in the number of hours, even if 
training contents are similar, is also adding to the 
inconclusiveness. Thus, the needed amount of training in, 
e.g. evaluation methods is still an open question. 

Summary – Training costs 

In sum only 2 empirical studies focus on institutionalization 
and organizational contexts in conjunction with training 
costs. Figure 4 also indicate disagreements on what 
constitutes a necessary amount of training to educate 
novices in UE methods, even in the first 3 quartiles, in 
which all papers describe similar training contents 
(evaluation methods exclusively). Variations in the fourth 
quartiles may be explained through differences in training 
contents, i.e. one paper covers analysis, design and 
evaluation where others consider evaluation or design 
methods only. 

Evaluation Methods 

This section focuses on papers reporting of training in 
usability evaluation methods. Methods related to analysis 
and design activities are of course also important training 
areas, however, results from usability evaluation methods 
have proven to be effective in creating the wake-up calls 
necessary for companies to start focusing on UE or to 
increase the awareness of developers [14, 27], which is why 
this section is dedicated to evaluation methods. From 
Figure 2 it can be extracted that 30 of the 59 papers (51 %) 
describe empirical studies of evaluation methods.  

 

Figure 5: Number of empirical studies targeted for use in 

practice distributed according to participant type (n = 30). 
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Figure 5 provides an overview of the specific evaluation 
methods taught in the 30 papers distributed according to the 
participant types. Paper (88) is represented as “both” as the 
empirical base consists of students and practitioners. 

Usability testing 

Ten of the 30 papers report of training participants in user 
based methods and are mentioned as either think-aloud, 
usability test or user testing in the various studies. Taken 
together these are labeled as usability testing. Figure 5 
shows that a single paper report on training in usability 
testing using novice practitioners as the empirical base (36) 
and 9 papers report on student training in usability testing 
(2, 30, 45, 50, 64, 109, 110, 111, 127). 

Non-user based evaluation methods 

A total of 26 papers describe training in non-user based 
methods. Ten of these consider training in Cognitive 
Walkthrough (CW) where 4 are based on observations of 
novice practitioners (22, 47, 48, 124) and 6 on students (30, 
40, 43, 49, 64, 107). The majority of papers report using the 
Heuristic Inspection (HI) method of which 4 are based on 
training of practitioners (22, 36, 53, 88) and 10 on students 
(21, 30, 44, 63, 68, 77, 85, 88, 112, 113). Seven papers 
describe various non-user based methods such as 
Metaphors of Human Thinking, Barrier Walkthrough, 
Abstract Tasks or Programmable User Model, which are 
categorized collectively as “other non-user based” 
evaluation methods in Figure 5. This figure shows a single 
paper describing training of practitioners in a method from 
the “other non-user based” category method (66) while the 
6 papers are student based (2, 5, 21, 43, 44, 129). 

Summary – Evaluation methods 

As mentioned in the introduction of this paper resource 
demands is one of the main obstacles companies face when 
wanting to incorporate UE into the development process. 
For this reason it is not only important to focus on training 
costs but also the costs of using the particular methods. 
Considering the 30 papers describing training of usability 
evaluation methods, 26 (87 %) report of training in the 
Cognitive Walkthrough, Heuristic Inspection and other 
non-user based methods, all of which are considered low-
cost as no laboratory or end-users are required. There also 
exist varieties of user based usability testing methods 
focusing on low-cost, i.e. Instant Data Analysis or Rapid 
Iterative Testing and Evaluation [20, 21]. However, none of 
the above 30 papers focus on training participants in a 
resource saving user based evaluation method. 

DISCUSSION 

The above observations show that the current body of 
literature primarily focuses on development, description or 
evaluation of curricula contents or pedagogical approaches 
aimed at university students (54 %). Another large research 
area is description, development or evaluation of UE 
methods isolated from organizational contexts (36 %). Less 
focus (10 %) is devoted to institutionalization issues 

considering the context, in which the UE methods are to be 
used. This, however, is a crucial area of research, as 
methods isolated from the real world context potentially are 
of little practical relevance [31]. In software companies 
there exist several constraints such as team buy-in, 
resources, change management, political environments, 
technology and personnel [19, 29, 31], all of which pose 
challenges not experienced in studies using university 
students as participants or evaluation of methods in 
isolation. Three of the papers focusing on 
institutionalization (2 %) present empirical studies of 
integrating UE methods into companies through developer 
training (1, 36, 66). Results from all 3 studies acknowledge 
the potential of training novice practitioners in UE methods. 
Post-project interviews conducted in (1) revealed that 
participants perceived the training as being satisfying and 
important to future usability work, an observation similar to 
the findings described in (36), where the 13 participants 
graded the training course as 4.25 on a 1 – 5 scale (5 = very 
good). (66) report of lessons learned statements which 
indicates that 80 % liked the training course and 20 % did 
not and (1) and (36) indicate similar reactions where the 
practitioners wanted more training in UE. (36) reveals more 
detailed results by showing that the novice practitioners, on 
the other hand, experienced problems in categorizing the 
severity of identified usability problems when asked to 
conduct a heuristic inspection. A design exercise conducted 
before the training is also compared to one conducted after 
and shows some minor improvements in proposed designs. 
Thus, these studies have shown promising short term 
results, however, there is still a need for empirical research 
of long term effects on institutionalizing UE via training of 
novice practitioners. This is important because we need to 
include and cater for various organizational constraints. 

As mentioned above, it is important to focus on 
practitioners in industry. Research in UE methods targeted 
for use by practitioners is reported in 59 of the identified 
papers (46 %), of which 12 are non-empirical studies and 
32 and 13 papers apply novice students and practitioners 
respectively, while a single paper uses both. Thus, current 
empirical research mainly focus on using students as 
participants, which in turn indicates a future need for 
empirical studies using practitioners employed in the 
software industry. In total 10 % of the 129 identified papers 
consider this type of participants. One of the reasons for the 
focus on using students as the empirical basis is that this 
approach is less demanding in terms of planning and 
external involvement. Nevertheless it is still important to 
get more focus on using practitioners as the empirical basis 
in order to include constraints such as team buy-in, political 
environments etc. 

As argued in the introduction high resource demands is one 
of the largest obstacles of introducing UE into software 
companies, which especially is the case for small software 
companies that have insufficient funds to pay for 
comprehensive consultancy or staffing of usability 
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specialists [4, 13, 18, 25, 28]. According to Seffah et al. 
practitioners want to produce software with a high level of 
usability, but as they work under time and budget 
restrictions they do not want UE to consume too much of 
their time [29]. For this reason a considerable amount of 
research has been committed to developing resource saving 
methods, mainly in the area of usability testing [20, 21, 23]. 
Resource saving methods are especially relevant for small 
companies that do not have the funding to incorporate UE. 
It also implies that not only should the taught UE methods 
be resource saving, but this must also apply to the training 
itself as there is no point in teaching resource saving 
methods if small companies cannot afford the training. This 
is also supported in [16] and [30], where the latter shows 
that most organizations tend to view training as a cost rather 
than an investment. Although cheap training is important, 
this review shows that 21 (36 %) of the 59 papers 
describing methods for practitioner use, focus on training 
costs. Additionally, 2 of these 21 papers are empirical 
studies of institutionalization issues in which the 
organizational context and training of practitioners are 
considered. Results show that although papers focusing on 
training costs report a lower number of training hours 
compared to papers without cost as a focal point, there are 
still disagreements on what constitutes a necessary amount 
of training to educate novices in UE methods. In this regard 
there is a need for obtaining knowledge of how much 
training is actually needed in order to apply UE methods 
satisfactorily. There is also a need for further empirical 
research considering cost and institutionalization issues. 

Usability evaluation methods have proven to be valuable in 
generating the wake-up calls needed to make companies 
focus on UE and in increasing the awareness of developers 
[14, 27]. Thus, evaluation methods could be the potential 
best way to start a series of UE training sessions. Fonseca et 
al. [10] and Edwards et al. [8] also describe university 
curricula in which they begin the courses with letting 
students evaluate user interfaces, as this increases their 
awareness of interface problems. The survey described in 
[25] also states that usability testing in and without a lab are 
the most preferred methods by software companies. 
Furthermore several studies indicate that user based testing 
is superior to inspection or walkthrough methods in this 
regard. User based tests provide valuable first hand 
observations of the problems experienced by real users, 
which in turn increases motivation for making adjustments 
to the user interface [14]. The reason for this may be 
located in the fact the user testing provides empirical 
evidence of the problems at hand compared to theoretical 
inspections [6]. Additionally, the study presented in [11] 
indicates that a majority of evaluators prefer user based 
methods over the inspection methods Metaphors of Human-
Thinking and Cognitive Walkthrough. A similar study 
described in [2] shows that user based methods was rated 
above inspection methods regarding pleasantness of use. 
Thus, several studies indicate that user based testing 
potentially increases practitioner buy-in, which in turn may 

ease the institutionalization of UE, a notion supported in 
[7]. This study shows that 10 papers describe training in 
user based evaluation methods, of which 1 uses 
practitioners as the empirical base.  Thus, there is a need for 
empirical studies of training novice practitioners in user 
based evaluation methods. 

Considering the importance of user based methods and 
previous discussions on training costs, focus on 
organizational contexts and practitioners, this paper shows 
that a single empirical based paper is focusing on these 
crucial issues (36). That paper shows promising first results 
in integrating UE into a small software company through 
training in user based evaluations. The training provided 
positive attitudes towards UE from the developers who 
afterwards were further motivated in learning about 
usability aspects in software development. The user based 
method taught was, however, not reported as being resource 
saving, thus in part conflicting with the needed aim of 
introducing resource saving methods via cheap training to 
small companies. This also constitutes a future research 
need. 

CONCLUSIONS AND FUTURE RESEARCH NEEDS 

This paper has presented a comprehensive literature study 
of the research conducted in the area of training novices in 
Usability Engineering (UE) methods. The 129 identified 
papers have been analyzed in terms of research focus, 
empirical basis, types of training participants and training 
costs. Five key areas for future research needs are identified 
and listed below. 

Firstly 13 papers (10 %) focus on institutionalization issues 
by considering the organizational contexts, of which 3 are 
empirical based studies. The 3 empirical studies in this area 
have focused on measurements of short term effects of 
introducing UE into the organizations, thus indicating a 
need for further empirical research of long term effects. 
Secondly there is also a future need for focus on empirical 
studies using practitioners as few of the identified papers 
(10 %) consider this type of training participants. Third, due 
to disagreements in the current body of literature, this 
review also shows a need for further empirical research 
focusing on training costs and the amount of training 
necessary to obtain a satisfactory level of method usage. 
Fourth, in addition to training costs, few (2) of the 
identified papers are empirical studies in which 
institutionalization and cost issues are considered at the 
same time, hereby indicating another need. Fifth, as 
discussed previously, user based evaluation methods seem 
to provide the best wake-up call for software companies, 
and this review shows that a single empirical based paper is 
focusing on training novice practitioners in such a method. 
This leaves room for future research in this area. 
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Abstract. Successful integration of usability evaluation into software 

development processes requires software companies to employ personnel that 

possess skills within both usability and software development. However, the 

sheer lack of usability specialists and their cost are two limiting factors for 

software companies wanting to integrate usability evaluation. A possible 

solution to these problems is to cross pollinate by training existing personnel in 

conducting usability evaluations and analyzing the collected data. This 

exploratory study extends previous research by showing that it is possible to 

provide software development practitioners from industry with key knowledge 

on usability evaluation. Results show that a pair of practitioners can identify the 

same number of problems as one usability specialist after 14 hours of training. 

Furthermore, software practitioners are better at providing clear and precise 

problem descriptions than at describing the impact, cause, user actions and 

providing data support for observations. 

Keywords: Usability evaluation, training, software development practitioners, 

problem identification, problem descriptions. 

1   Introduction 

For the past decade software companies have increased their focus on integrating 

usability engineering (UE) into development processes. A considerable challenge for 

these companies is the limited supply of usability specialists in the industry, which 

leads to integration problems caused by missing key knowledge [12], [16].  Another 

challenge, which especially relates to small software companies, is that these have to 

cope with the constraint of low budgets. In practice this means that small companies 

do not have the funds to pay for comprehensive consultancy or staffing of usability 

specialists [9], [13].  A survey conducted by Gulliksen et al. supports this by showing 

that usability specialists are primarily employed by medium-sized or large companies 

[8]. The fact that small companies usually do not have staff that possesses usability 

knowledge is expressed as one of the main barriers for integrating UE into software 

development processes [14], [17]. 
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One way of solving these problems may be to cross pollinate disciplines by 

increasing usability knowledge across existing personnel, an approach which 

previously has provided positive results. Metzker and Offergeld for instance describe 

a software project in which developers participated in contextual task analysis, which 

motivated them to produce components with a high level of usability [14]. However, a 

recent literature review presented in [2] shows that the majority of related studies are 

applying university students as the empirical basis, which leaves room for further 

studies on software development practitioners’ ability to apply UE methods. Another 

point for consideration is the fact that the majority of related work focus on measuring 

quantitative aspects of e.g. usability evaluations such as the number of problems 

identified. Thus in the case of usability evaluation, there is also a need to report 

findings on aspects such as the quality of problem descriptions and in particular which 

parts of the descriptions that software practitioners find difficult to fulfill.  

This exploratory study extends previous research by studying how software 

development practitioners from industry perform in identifying usability problems 

and by providing insights in the quality of their problem descriptions. We have 

chosen to train practitioners in user based evaluation methods, as such methods have 

proven to be effective in creating the wake-up calls necessary for companies to start 

focusing on UE or to increase the awareness of developers [11]. 

The paper is structured in the following way. First we provide a description of the 

experimental method applied after which we present our findings and discuss these 

with respect to related work. Finally we provide the conclusion and point out avenues 

of future work. 

2   Method 

In this section we describe the scientific method applied which consisted of a training 

course that provided key usability knowledge and an evaluation experiment that 

assessed software practitioners’ performance in analyzing usability evaluation data. 

We start by presenting the participants of the training course and experiment. 

2.1   Participants 

Software Development Practitioners. Five software development practitioners 

(henceforth mentioned as “SW-P” or “practitioners”) employed in a small software 

company participated in the experiment. Table 1 shows an overview of their job 

functions within the company and experience with usability work in general. SW-P 1 

had 1.5 years of job experience as a systems developer and did not have any 

experience with usability evaluation during his employment at the company. 

However, as part of his education he had previously participated in a HCI course and 

in the conduction of 4-5 usability evaluations (7 years back). SW-P 2 was a test 

manager with 8 years of job experience in the company and did not have any practical 

experience in applying usability methods. She had read a single chapter on the subject 

during her education. SW-P 3 had 2 years of experience as project manager and 

systems developer, but had no previous experience with usability work. SW-P 4 had 
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3.5 years of experience as a systems developer in the company and did not have any 

experience with usability work before this study commenced. SW-P 5 had worked as 

a systems developer for 2 years in the company. Additionally he had participated in a 

HCI course during his education and had experience from conducting a single 

usability evaluation 13 years back. 

Table 1.  Overview of the software development practitioners’ (SW-P) job functions within the 

company and experience with usability.  

SW-P no. Function Usability Experience 

1 Systems developer HCI course + 4-5 evaluations 

2 Test manager Through literature 

3 Project manager + systems developer None 

4 Systems developer None 

5 Systems developer HCI course + 1 evaluation 

 

Trainers. The two authors prepared and held a usability training course for the 

practitioners (see course description in section 2.2 below). 

 

External Raters. Three usability specialists acted as external raters of the problem 

lists produced during the evaluation experiment as we did not want to evaluate the 

outcome of our own training (see section 2.3 for further details). None of these raters 

had taken part in the training or the conduction of the usability evaluation and are thus 

considered to be unbiased. 

 

Test Users. Six test users were recruited for the evaluation experiment, all of which 

were representative end users of the evaluated system. 

2.2 Training Course 

The authors conducted a two-day training course (14 hours) on user based usability 

evaluations. The course was held as a combination of presentation and exercises. At 

the end of the course we gave the practitioners a homework assignment in which they 

were asked to analyze five video clips from a previous usability evaluation of an e-

mail client. We collected the resulting problem lists and gave the participants 

feedback on how they could improve their problem descriptions. 

2.3 Evaluation Experiment 

The emphasis of this study is based on the usability evaluation conducted by the 5 

practitioners after completing the training course. Due to planning time and busy 

participant calendars this was executed one month later. 
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System. The system evaluated was a web application that citizens may use when they 

move from one address to another. The system was partly developed by the software 

company in which the 5 practitioners were employed but none of the practitioners had 

participated in the development of the particular system. 

 

Setting. The evaluation was conducted in the usability laboratory at the university 

which consists of a test room with cameras and a microphone and an observation 

room behind a one way mirror. During each session a test user was sitting at a table in 

the test room using the web application. Next to the user a practitioner acting as test 

monitor would be positioned. 

 

Procedure. All practitioners took part in planning the test while three of these (SW-P 

1, 2 and 3, see Table 1) conducted the evaluation. Afterwards, all 5 analyzed the 

obtained video material and described the usability problems. The usability evaluation 

was conducted in one day where SW-P 1, 2 and 3 acted as test monitor two times 

each. After completing the evaluation all 5 practitioners analyzed the video material 

from the lab individually. One of the authors analyzed the same video material and 

this person is mentioned as the “HCI specialist” from this point on. The practitioners 

and the HCI specialist used the same template for describing problems in order to 

promote a consistent format. The three unbiased external raters were then asked to 

evaluate the quality of the problem lists created by the 5 practitioners and the HCI 

specialist. Finally, the HCI specialist held a meeting with the five practitioners in 

which the 6 individual problem lists were merged into a total list of usability 

problems, which served as a white list to calculate the thoroughness in identifying 

problems. At the same meeting a debriefing interview with each of the developers 

were conducted. 

 

Analysis of Problem Description Quality. The three unbiased external raters were 

asked to evaluate the quality of the problem lists created by the 5 practitioners and the 

HCI specialist. To measure the quality of the lists, the raters were asked to first read 

each problem list and then provide a rating on a scale from 1 – 5 (1 = “Not fulfilled”, 

2 = “Scarcely fulfilled”, 3 = “Partially fulfilled”, 4 = “Almost fulfilled” and 5 = 

“Fulfilled”). These ratings were given on the following attributes (based on the 

research presented in [3]):  

 

1. Be clear and precise while avoiding wordiness and jargon 

2. Describe the impact and severity of the problem 

3. Support your findings with data 

4. Describe the cause of the problem 

5. Describe observed user actions 

 

Finally the external raters were asked to provide a qualitative assessment of each 

list, i.e. to provide arguments of the ratings given and examples from the problem 

lists. 
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4   Results 

This section presents our findings and is divided in two subsections where the first 

describes practitioners’ ability to identify problems while the second provides 

qualitative details on their ability to describe usability problems. 

4.2   Identification of Usability Problems 

Results show that a total of 50 usability problems were identified of which 12 are 

critical, 19 serious and 19 cosmetic, see [15] for elaboration of severity 

categorizations. The HCI specialist identified 31 of the problems (62 %) and the 

practitioners identified between 14 (28 %) and 33 (66 %), the mean being 24.2 

(SD=8.1), or 48.4 %. On average practitioners identified 78 % of the problems found 

by the HCI specialist. Considering the amount of critical problems practitioners 

identified a mean of 6.8 (57 %) (SD=2.6) where the most and least thorough found 83 

% (SW-P 1) and 25 % (SW-P 3) respectively. In comparison the HCI specialist 

identified 6 (50 %). Considering the serious problems practitioners found 10 

(SD=3.9) on average (53 %), the highest being 79 % (SW-P 2) and the lowest 21 % 

(SW-P 3). The HCI specialist found 12 serious problems (63 %). In the case of 

cosmetic problems the average is 7.4 (SD=3.2), or 39 %, where SW-P 1 identified 

most (63 %) and SW-P 4 fewest (21 %), while the HCI specialist found 13 (68 %). 

 

Pair wise Identification. In practice it can be too resource demanding to utilize five 

evaluators in analysis of usability data, thus in the following we study the 

effectiveness of each pair of practitioners. Figure 1 provides an overview of the 

number of problems identified by all pairs of practitioners. All pairs identifies an 

average of 35.7 (SD=5.2) of all problems (71.4 %), where SW-P 1 and SW-P 5 was 

the pair that identified most problems (86 %) and SW-P 3 and SW-P 5 identified 

fewest (52 %). In comparison, the HCI specialist identified 62 %. 

Figure 1. Overview of the number of problems identified by all pairs of practitioners.  
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It should be mentioned that the best performing pair (SW-P 1 and 5) had previous 

practical experience with conducting usability evaluations, see Table 1. 

By removing all pairs consisting of SW-P 1 or 5 we see that the average number of 

identified problems is lowered to 33.3 (SD=4), which amounts to 66.7 % of all 

problems. Considering the severity categorizations we find that the average number of 

critical problems identified for all SW-P pairs is 9.2 (SD=1.9), 14.8 (SD=2.4) for 

serious problems and 11.7 (SD=3.1) for cosmetic problems, or 77 %, 78 % and 62 % 

respectively. 

4.3   Quality of problem descriptions 

This subsection describes the software development practitioners’ ability to describe 

usability problems according to the five quality attributes of clarity, impact, data 

support, cause and user actions, which are derived in [3]. 

Table 2 provides an overview of the median quality ratings given by the three 

external raters where higher ratings indicate a higher level of fulfillment according to 

the quality attributes (1-5 scale). The table shows that problem descriptions written by 

practitioners 1 and 5, who received the median scores of 4 and 3 respectively, 

described their usability problems with a quality comparable to that of the HCI 

specialist (median = 4). The other three practitioners scored lower as their median 

rating was 2. The table also shows that practitioners are better at being clear and 

precise (clarity) in their problem lists than any of the other attributes, which is 

elaborated upon below along with qualitative comments made by the external raters. 

Table 2.  Median quality ratings given by the three external raters to the problem lists written 

by the software development practitioners (SW-P) and the HCI specialist. 

 Clarity 

 

Impact 

 

Data 

 

Cause 

 

Actions 

 

Overall 

median Participant 

SW-P 1 4 

2 

2 

3 

4 

3 

2 

2 

2 

2 

4 

2 

2 

2 

3 

4 

2 

2 

2 

3 

4 

2 

1 

2 

3 

4 

SW-P 2 2 

SW-P 3 2 

SW-P 4 2 

SW-P 5 3 

Overall median 3 2 2 2 2 2 

         

HCI specialist 4 3 4 3 5 4 

 

Clarity. Table 2 shows that the practitioners were better at fulfilling the clarity 

attribute than any of the other attributes as they scored an overall median of 3. In 

comparison the HCI specialist received the median rating of 4 by the external raters. 

This was also the case for practitioners 1 and 5. As an example on the qualitative 

comments given, one of the raters mentioned that 5’s list provided “Good insights in 

the problems experienced”. Practitioners 2, 3 and 4 scored the lowest median ratings 

on this attribute where one rater mentioned the following about practitioners 3’s list: 

“Extremely short and imprecise descriptions. Actually the descriptions are so poor 

that you in most cases cannot find out what the problem is”. 
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Impact. Table 2 also shows that lower median ratings were given with respect to the 

impact attribute compared to clarity, which is the case for both the practitioner and 

HCI specialist descriptions. Practitioners got an overall median of 2 and the HCI 

specialist 3. Practitioner 1 performed on par with the HCI specialist on this matter and 

got a higher median rating than the remaining four. One of the external raters 

commented that practitioners in some problems describe the impact on the user’s task 

but other elements such as business effects and affected system components are left 

unmentioned. This is also the case for descriptions provided by the HCI specialist. 

 

Data Support. Practitioners’ descriptions received an overall median rating of 2 by 

the external raters where practitioner 1 and 5 scored highest (4 and 3 respectively). In 

comparison the HCI specialist received the median rating 4 on this quality attribute. 

One of the raters commented that practitioners in general describe how many test 

users that experience given problems and that they in certain descriptions state 

whether or not the task was a success or a failure. Another mentioned that: “Many 

problems are not clearly connected to observations”, thus this rater found that 

practitioners did not always consider objective data. The same rater additionally 

mentioned that practitioners made use of vague statements such as: “The user does 

not understand” or “the user is in doubt”, statements which are of a speculative 

nature. However, the practitioners did describe how many test users that experienced 

the problems and whether or not the tasks were completed, which is similar to the 

information provided by the HCI specialist. Additionally it was commented that the 

HCI specialist provided “good descriptions of the critical incidents”. 

 

Problem Cause. On this attribute an overall median rating of 2 was given on 

practitioners’ descriptions and the HCI specialist received a median of 3. Practitioners 

1 and 5 once more scored higher median ratings than the other three. One of the 

external raters mentioned the following about practitioner 1’s descriptions: “The list 

is ok with good descriptions that to a great extent describe causes”, which was agreed 

upon by another rater. The third rater, however, found that this practitioner was 

guessing on the users’ thoughts and the cause of the problem in some of his 

descriptions. Practitioners 2, 3 and 4 were given the lowest ratings in which case all 

three raters agree that no causes or arguments are provided. 

 

User Actions. Finally Table 2 shows that practitioners and the HCI specialist received 

median ratings of 2 and 5 respectively on this attribute. Two of the raters mentioned 

that several of the practitioner descriptions provided examples on users’ navigational 

flow, but that reactions are sometimes described implicitly by stating that users “are 

in doubt” or “overlooks” certain elements in the interface. However, according to one 

of the raters, practitioners 2 and 3 do not describe user reactions at all. Yet again 

practitioners 1 and 5 scored the highest ratings compared to the other practitioners, 

where they received medians of 4 and 3 respectively. Two raters found that the 

descriptions written by the HCI specialist contained detailed information on users’ 

navigational flow and reactions. 
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5   Discussion 

Findings from this study suggest that practitioners are able to identify 48.4 % of all 

usability problems where the one who identified most problems found 66 % and the 

one who identified fewest found 28 %. Considering related work, the studies 

presented in [1], [7] and [21] show that university students are able to identify 

between 11 % and 33 % of all problems. We additionally found that practitioners on 

average discovered 78 % of the problems identified by the HCI specialist. In 

comparison study presented in [20] show that students identified a mean of 37 % of 

the problems identified by specialists. Thus, in our study we see that the performance 

of software development practitioners performed closer to the HCI specialist 

compared to findings in related work. 

As mentioned previously, it can be too resource demanding in practice to utilize 

five evaluators in analysis of usability data, which is why we also examined how 

many problems each pair of practitioners identified. Our study shows that the most 

effective pair found 86 % and the least effective found 52 %, where the average was 

71.4 %. Also, looking at the number of problems in each severity category, we found 

that, on average, all pairs identified 77 % of the critical problems, 78 % of the serious 

and 62 % of the cosmetic. In comparison the HCI specialist identified 50 %, 63 % and 

68 % of the critical, serious and cosmetic problems respectively. Thus, we see that 

two software development practitioners from this study are able to identify more 

critical and serious problems than the HCI specialist while they have comparable 

performance with respect to cosmetic. To validate the performance of the HCI 

specialist in our experiment we found a study conducted by Jacobsen and colleagues 

which shows that four specialists conducting video based analysis identified an 

average of 52 % of all problems [10]. This is comparable to the 62 % identified by the 

specialist in our study. In relation to this it should be mentioned that SW-P 1 and SW-

P 5 was the pair that identified most problems (86 %), a finding which may be 

explained by the fact that they had practical usability experience from their education 

(7 and 13 years ago respectively, see Table 1). Thus, it could be argued that these 

practitioners are not novices compared to the participants applied in related work. 

However, our results indicate, that even by removing all pairs consisting of SW-P 1 or 

5 we still find that a pair of practitioners on average perform better than the HCI 

specialist in terms of number of identified problems.  

In the above we have compared the performance of the software development 

practitioners in this study to that of students’, which are used as the empirical basis in 

related work. The higher level of thoroughness of the practitioners in our study could 

be caused by differences in the amount of training given and in [7] the students 

received 6 – 9 hours of training in the form of reading instructions of the methods to 

be applied. The 14 hours given in our two-day course as a combination of theory and 

exercises differs considerably from this. On the other hand it is reported in [20] that 

students received 40 hours of training as a combination of lectures and exercises. 

Another cause for the differences may be motivational factors, as software 

development practitioners, due to a competitive market, are more dependent on 

increased sales of their software products than university students. Also, students may 

lack incentive in cases where they do not receive payment or if the experiment is part 

of a mandatory course, a notion which is supported in [20]. 
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Findings also revealed that practitioners on average were unable to fulfill the 

quality attributes in their problem descriptions to the same degree as the HCI 

specialist. Exceptions to this, however, were SW-P 1 and 5 who provided a quality 

comparable to the specialist, which as mentioned earlier may be caused by their 

previous experience with usability evaluations. Still, the average result corresponds to 

the findings in [20] in which it is reported that qualitative aspects of the problem 

descriptions written by students are poorer than that of HCI specialists. Our study 

extends this quality assessment by dividing it into the five quality attributes 

mentioned in [3]. This enables us to express that practitioners were better at providing 

clear and precise problem descriptions than they were at describing the impact, cause, 

user actions and providing data support for observations. A reason for this may be 

located in the fact that some of the software development practitioners in our study 

are used to provide code comments in their software.  During one of the debriefing 

interviews a practitioner mentioned: “I find it important to write understandable 

comments because it’s easier to get back into the code if you’ve had one or two weeks 

of vacation”. Thus, clarity as a quality attribute is important to industry practitioners 

in a different context which could indicate why they fulfill the clarity attribute better 

than any of the other. 

6   Conclusion 

This exploratory study indicates that cross pollinating usability and software 

development disciplines may be accomplished by training software development 

practitioners. Findings show that the practitioners after a two-day training course 

gained key knowledge on how to conduct usability evaluations as they were able to 

identify a mean of 48.4 % of all usability problems and that two practitioners are able 

to identify 71.4 %. This exceeded the performance of an HCI specialist, who 

identified 62 % of all problems. We also observed that practitioners were better at 

providing clear and precise problem descriptions than they were at describing the 

impact, cause, user actions and providing data support for observations. Their 

problem descriptions, however, were of a lower quality compared to the specialist 

with the exception of two practitioners.  

Findings from this study should be backed up by further studies based on more 

participants. Also, as our study is conducted at a fixed point in time, we still need 

studies of long term effects of letting such practitioners do the testing in order to 

validate that such cross pollination will be carried out in everyday work situations. 

Also, it would be interesting to conduct further studies on learning retention, e.g. how 

knowledge within the area increases or diminishes over time. 
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ABSTRACT 

Previous studies show that some software development 
practitioners without a usability background experience 
difficulties in understanding users and accepting that 
usability problems exist in their software. Also they do 
not prioritize fixing the problems identified by specialists. 
This barrier is denoted “developer mindset” and this 
paper empirically explores whether the barrier can be 
overcome by training software development practitioners 
to conduct usability testing. Findings show that the 
practitioners obtained considerable abilities in identifying 
usability problems as they managed to uncover 80.5 % of 
these after 30 hours of training, which shows a high level 
of acceptance. Findings also reveal that the practitioners 
prioritized fixing 61 % of the problems and we found that 
they successfully removed 64 % in a new interface 
design. We conclude that this approach may pose a viable 
solution to overcome the barrier of developer mindset.  

Author Keywords 

Usability Testing, Training, Software Development 
Practitioners, Developer Mindset 

ACM Classification Keywords 

H.5.2 [Information Interfaces and Presentation]: User 
Interfaces – Evaluation/methodology, Theory and 
methods. 

INTRODUCTION 

The level of commitment devoted to fix identified 
usability problems is important in practice as it is one of 
the main parts in determining whether a usability test has 
been a success or not (Wixon 2003). Previous studies 
have adopted the concept of “downstream utility” to 
determine the extent to which results from usability tests 
impacts the usability of a system, cf. (Law 2006; Sawyer 
et al. 1996). 

A recent survey conducted in 39 Danish software 
companies identified considerable barriers to introducing 
usability testing within their development processes (Bak 
et al. 2008). The most prominent of these barriers is 
denoted “developer mindset”. This describes the tendency 
that software development practitioners without a 
usability background are having difficulties in 

understanding users, accepting results from usability tests 
and prioritizing fixing problems (Bak et al. 2008). The 
barrier of developer mindset is also found in an Italian 
study equivalent to the Danish one (Ardito et al. 2011). 
This barrier compromises the commitment devoted to fix 
identified usability problems, which in turn leads to a low 
downstream utility. 

A possible solution to overcome this barrier may be to 
involve software development practitioners in the 
execution of usability tests. A study conducted by Høegh 
and colleagues supports this by showing that developers’ 
awareness of usability problems was increased after they 
observed sessions of user tests (Høegh et al. 2006). A 
reason for the increased awareness was that the 
observations of user tests provided firsthand experiences 
of how the system was applied in the real world by real 
users (Høegh et al. 2006). Involvement can also go 
beyond observation, e.g. by letting such software 
development practitioners actively participate in the 
testing process (Bruun & Stage 2011; Häkli 2005). 
Previous studies have shown promising results on letting 
such practitioners participate actively in usability 
activities. Metzker and Offergeld describe findings from a 
case study where software development practitioners 
together with usability specialists performed contextual 
task analysis. This motivated the practitioners to 
emphasize usability aspects (Metzker & Offergeld 2001). 
The study presented in (Bruun & Stage 2011) takes this a 
step further by presenting a study where similar 
practitioners were trained to conduct user based tests 
without the presence of usability specialist. 

In this paper we present an exploratory study on training 
software development practitioners to conduct user based 
usability tests. The paper extends previous research by 
examining whether this approach could be a viable 
solution to overcome the barrier of developer mindset. In 
particular we aim to measure how the approach affects 
downstream utility.  

The paper is structured as follows. First an overview of 
related work on training students and industry 
practitioners in user based usability testing methods is 
provided. This is followed by a description of the 
experimental method applied after which findings are 
presented and discussed in relation to related work. 
Finally we provide the conclusions and point out avenues 
of future work. 
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requires prior specific permission and/or a fee. 
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RELATED WORK 

This section provides an overview of empirically based 
related work in which participants received training to 
conduct user based usability tests. This is divided in three 
parts based on the research focus in the papers. The first 
describes studies of tools, the second presents studies of 
methods and the third describes studies of training. 

Studies of Tools 

Three papers present studies of either software tools or 
conceptual tools that assist evaluators in identifying 
usability problems. Two of them are based on the same 
experiment and describe the development and evaluation 
of a software tool to ease the transformation of raw 
usability data into usability problem descriptions 
(Howarth 2007; Howarth et al. 2007). In the experiment 
16 graduate students were selected to act as evaluators 
and were evenly distributed to use either of two tools to 
note problems. They received one hour training in order 
to familiarize themselves with the tools after which they 
were asked to view videos from an earlier usability test. 
Findings from these studies relate to the quality of 
problems problem descriptions and show that students 
were better at formulating of user actions than by 
providing clarity, data support etc. in their problem 
descriptions. 

The third paper describes development and evaluation of 
a conceptual tool to support problem identification is 
presented in (Skov & Stage 2005). This tool is not 
software based and is mentioned as being a conceptual 
tool and is represented by a 4x3 matrix that evaluators 
can use when observing users. A comparative study was 
conducted using 14 undergraduate students who were 
distributed over two experimental conditions, one in 
which the conceptual tool was applied to test a user 
interface and another without the tool. Students then 
conducted a usability test based on recordings of a user 
applying a web-based system to solve a series of tasks. 
Results from that study show that students were able to 
identify 18 % of all problems and that they discovered a 
mean of 20 % of the problems identified by two usability 
specialists. 

Studies of Methods 

Three papers present comparative studies of usability 
testing methods. Koustabasis and colleagues describe an 
experiment in which the focus is on evaluating the 
performance of students with respect to number of 
identified problems, validity and efficiency (Koustabasis 
et al. 2007). Four different methods were compared: 
Heuristic Inspection, Cognitive Walkthrough, user based 
test and Co-discovery learning. Twenty-seven students 
were distributed over the four conditions. That study 
indicated that students applying the user based method 
were able to identify 24 % of all problems on average 
(Koustabasis et al. 2007). 

The second comparative study of usability testing 
methods is presented in (Ardito et al. 2006) and describes 
the development and evaluation of the eLSE method for 
testing a system for e-learning. Seventy-three senior 
students were used as the empirical basis for comparing 

the performance of the following methods: eLSE, User 
Based Test and Heuristic Inspection. Findings show that 
students applying the user based method identified an 
average of 11 % of all problems (Ardito et al. 2006). 

The third paper describing a comparative study of 
usability testing methods is (Frøkjær & Lárusdòttir 1999). 
The focus of this paper is on comparing the effect of 
combining methods. Participants were in one condition 
asked to apply Cognitive Walkthrough followed by a 
second round applying a user based test. In a second 
condition other participants applied Heuristic Inspection 
followed by user based testing. Fifty-one students formed 
the empirical basis and results indicate that students were 
able to identify 18 % of all problems. 

Studies of Training 

The focus within five papers is on training participants to 
analyze data from user based tests. Two of these papers 
are based on the same experiment in which 36 teams of 
first year students were trained in how to conduct 
usability tests (Skov & Stage 2004; Skov and Stage 
2008). The students had received 40 hours of training 
before participating in the experiment and they were 
instructed to conduct a test, analyze the results and to 
write a report documenting all steps in the process. 
Student reports were compared to reports written by 8 
usability expert teams. Results from these two studies 
indicate that students identified a mean of 7.9 problems 
and that specialists found a mean of 21. Thus, on average 
students found 37 % of the problems identified by 
specialists. 

The study presented in (Wright & Monk 1991) describes 
two experiments with the purpose of examining the 
application of user based tests. The first experiment 
concerns how effective usability testing is when applied 
by software trainees after reading a short manual. 
Trainees documented their results in a report which was 
then assessed with respect to the number of identified 
problems and their severity. Performance was then 
compared to that of usability specialists’. The second 
experiment in that paper examines the differences of 
testing own design versus the design made by others. 
Two new groups of trainees were divided in two 
conditions and in the first, participants were asked to 
design and test their own prototype and in the second they 
tested the designs made by participants in the first 
condition. Like the first experiment, reports were assessed 
with respect to the number of identified problems. 
Findings showed that each student team identified 33 % 
of all problems on average (Wright & Monk 1991). 

The study presented in (Bruun & Stage 2011) examines 
the ability of software development practitioners from 
industry in identifying and describing usability problems. 
In that study 5 practitioners received a two day training 
course on user based tests and how to conduct video 
analysis. Findings show that practitioners on average 
were able to uncover 48.4 % of all usability problems. It 
also showed that two practitioners on average could 
identify 71.4 %, which exceeded the performance of a 
single usability specialist, who identified 62 %. 
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The final study is a master thesis which had the objective 
of introducing a user-centered method into a small 
software company and to increase the knowledge of 
software developers on the matter (Häkli 2005). The 
researcher did in this case conduct a 14 hour training 
course for 13 software development practitioners on 
interaction design, prototyping, Heuristic Inspection and 
user based testing. Emphasis in this study is put on 
participants’ performance of conducting Heuristic 
Inspection. 

Summarizing on the related work it can be seen that the 
main focus of these papers regard university students’ 
performance in conducting usability tests. Exceptions to 
this are (Bruun & Stage 2011) and (Häkli 2005) which 
use software development practitioners as the empirical 
basis for evaluating novice performance, thus, there is a 
need for further studies on software development 
practitioners’ ability to identify usability problems. We 
also find a need for studying how such an approach 
affects developer mindset in terms of acceptance and 
prioritization of usability problems. 

METHOD 

This section describes the experimental procedure 
followed within this study. The overall idea was to train 
the software development practitioners (henceforth also 
mentioned as “practitioners”) to conduct user based 
usability tests and then evaluate two versions of the same 
system. They tested the first version of the system after 
which they spent 3 months fixing the problems identified. 
The time span of 3 months was selected so that the 
practitioners had sufficient time to fix the problems. After 
3 months a second usability test was conducted to 
determine the effectiveness of the fixes. 

Training Courses 

Basic training course 

The practitioners participating in our study had no 
practical experience in conducting usability tests (further 
details are provided the participants section below). For 
that reason we focused on teaching a traditional user 
based test with video analysis as described in (Rubin and 
Chisnell 2008). This two-day (14 hours) training course 
was held by the authors of this paper as a combination of 
presentations and exercises. To conclude the basic 
training course the practitioners were asked to do a 
homework assignment of analyzing five video clips from 
a previous usability test. The practitioners spent an 
average of 8.8 hours on this task. The resulting problem 
lists were reviewed and we provided feedback to the 
practitioners on how to improve their problem 
descriptions. 

Follow-up training course 

The traditional usability test method taught during basic 
training necessitates traversing several hours of video 
data, which require a considerable amount of resources. 
For this reason we also chose to train the practitioners in 
applying Instant Data Analysis (IDA), as this method is 
not based on reviewing video data. IDA is conducted at 

the end of a test and involves the following steps, cf. 
(Kjeldskov et al. 2004): 

• Brainstorm: The test monitor and data loggers 
participating in the test identifies the usability problems 
they can remember while one of them notes problems 
on a whiteboard. 

• Task review: The test monitor and data loggers review 
all tasks to recall additional problems that occurred. 

• Note review: The data loggers review their notes to 
remember further problems. 

• Severity rating: The test monitor and data loggers 
discuss the severity of the problems and rate these as 
critical, serious or cosmetic, cf. (Molich 2000). 

This one-day (7 hours) follow-up course in IDA was held 
by the authors two months after the basic training. A 
combination of presentations and exercises was also 
applied in this course. 

Participants 

Software development practitioners 

Three software development practitioners from a small 
Danish software company (< 25 employees) participated 
in this study. This company had previously taken part in 
the survey presented in (Bak et al. 2008) which showed 
the existence of developer mindset. Two of the 
practitioners worked as project managers but also had 
responsibilities as software developers while one worked 
as a software developer exclusively. Two had no previous 
knowledge about usability tests while one had theoretical 
knowledge from an HCI course taken during his 
education. Thus, none of them had previous practical 
experience in conducting usability tests. 

Test users 

A total of seven test users participated in the two tests, all 
of which were recruited by the practitioners. Three test 
users participated in the first test and four in the second. 
The test users were employed as administrative staff 
within different companies and all had experience in 
applying for wage subsidies, a process which is supported 
by the evaluated system (the system is further elaborated 
in the system section below). None of them had used the 
system before. 

Usability specialists 

Three usability specialists analyzed the video material 
obtained from both tests in order to evaluate the 
performance of the practitioners. Two of these were 
external usability specialists employed in industry and the 
third was an HCI researcher (one of the authors). The 
external usability specialists had not otherwise taken part 
in the experiment. None of the specialists had previous 
experience from the domain of wage subsidies. 

Conduction of the Usability Tests 

This section describes how the two usability tests were 
conducted by the three software development 
practitioners. As mentioned previously, these tests were 
conducted 3 months apart. 
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Planning 

The three practitioners planned and conducted the two 
tests including finding the test users as well as defining 
the 3 tasks given to these. The same 3 tasks were given in 
both tests. They also distributed the roles between them, 
i.e. who would act as test monitor and who would be the 
data loggers noting down problems during the tests. 

System 

The system evaluated was a web application used by 
administrative staff within companies to register and 
apply for wage subsidies. Applications filled out by the 
administrative staff are then submitted to the local 
municipality, which then provides companies with a 
subsidy for the employees enrolled in such a settlement. 
The system consisted of two parts: 1) A stepwise wizard 
in which the data would be entered and 2) a pdf form 
shown as a confirmation at the end of the wizard, in 
which users could edit previously entered data. The 
system was developed by the small software company in 
which the practitioners were employed. 

 

Figure 1. Overview of test settings. 

Setting 

Figure 1 shows an overview of the setting applied in the 
tests, which were conducted in an office at the company. 
Video capture software was utilized to record user 
interaction within the system and a webcam recorded the 
face of the test users. An external microphone was 
applied to capture audio. During each session a test user 
was sitting at a table in the office solving the predefined 
tasks by using the system. One practitioner acted as test 
monitor and sat next to the test user. The two others acted 
as data loggers by noting down usability problems and 
observed the interaction through a projection on a 50” TV 
screen within the office. The data loggers along with one 
of the authors who observed the sessions sat 4 meters 
behind the test user in order not to interfere. 

Procedure 

Each of the two tests was conducted in one day. For each 
test session a user would firstly get introduced by the test 
monitor to the test procedure and the system. Then the 
user was asked to solve the 3 tasks one while thinking 
aloud. If the user did not think aloud, the test monitor 

prompted her/him to do so. Each test session lasted 30 – 
45 minutes. 

At the end of each test day the practitioners conducted 
Instant Data Analysis to derive the lists of usability 
problems. During both analysis sessions, one of the data 
loggers acted as facilitator by noting and organizing the 
identified usability problems on a whiteboard. 

Improving the System 

The list of usability problems from the first test was used 
by the practitioners as input to improve the usability of 
the system. Two days after the first test they held a one 
day meeting in which they discussed which problems to 
address and how to redesign the system. This was 
followed by three months of development, which was 
mainly done by the practitioner without project 
management responsibilities. All practitioners held 
weekly meetings during the period of development. 

Interviews 

After the second test the three practitioners were 
interviewed by one of the authors. The interview was 
semi structured and was conducted with all practitioners 
present at once in order to foster discussions. The purpose 
was to uncover the factors influencing the practitioners’ 
prioritization of fixing the problems and reasons for why 
some problems recurred in the second test. Audio 
recordings from the interview were transcribed by one of 
the authors and analysed using grounded theory at open 
coding level (Strauss & Corbin, 1998). 

Analysis of Problem Lists 

The three usability specialists (one of the authors and two 
external) analyzed the seven video recordings from the 
two tests. Videos were analyzed in random order to 
reduce ordering bias. The specialists applied the same 
document template as the practitioners for describing 
problems. The severity of each problem was categorized 
as either cosmetic, serious or critical, corresponding to 
the categorizations applied by the practitioners. Analysis 
was firstly done individually where each specialist 
created two problem lists; one for the first version of the 
system and another for the second version. After the 
individual analysis all specialists held a meeting in which 
their lists were merged into two lists consisting of all 
identified problems (one total list for the first version of 
the system and a similar list for the second version). 
During the merging process the specialists negotiated the 
severity of the problems until agreement was reached. 
Finally the two lists created by the practitioners through 
the IDA sessions were merged into the lists created by the 
specialists. In case of identical problems, the severity 
ratings given by the practitioners were overridden by that 
given by the specialists. Severity ratings on problems 
identified by the practitioners only were not changed. 

Measuring Developer Mindset 

Developer mindset describes the tendency that some 
practitioners without a usability background are having 
difficulties in accepting results from usability tests as well 
as prioritizing these. This section describes the 
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measurements utilized in our analysis to determine the 
level of developer mindset after training the practitioners. 
In our analysis we find the concept of “downstream 
utility” suitable for determining acceptance and 
prioritization. The downstream utility of a test can be 
expressed in terms of the Committed Impact Ratio (CIR) 
and Completed-to-Date Impact Ratio (CDIR), cf. (Law 
2006; Sawyer et al. 1996). CIR denotes the extent to 
which a development team commits to fixing usability 
problems before an actual implementation takes place and 
is calculated as follows: 

CIR = 
No. of problems comitted to fix 

⋅ 100 
Total no. of problems found 

CDIR is a measure of the usability problems actually 
fixed at a given point, i.e. after implementation has 
begun: 

CDIR = 
No. of problems fixed 

⋅ 100 
Total no. of problems found 

RESULTS 

This section presents our findings in relation to 
practitioner thoroughness in identifying usability 
problems as well as the downstream utility. 

Thoroughness 

Table 1 and Table 2 show an overview of the number of 
problems identified by the practitioners and specialists in 
the two tests. In total the practitioners and specialists 
identified 41 problems in the first version of the system 
(test 1) and 44 in the second (test 2). The practitioners 
identified 81 % and 80 % of all problems in test 1 and 2 
respectively while the specialists identified 76 % and 73 
%. A Fisher’s Exact test reveals no significant differences 
between the thoroughness of the practitioners and 
specialists in the first test (df=1, p>0.7). This is also the 
case for the second test (df=1, p>0.6). 

Test 1 

 Critical Serious Cosmetic Total 

 # % # % # % # % 

Prac. 8 73 13 87 12 80 33 81 

Spec. 10 91 14 93 7 47 31 76 

Total 11 100 15 100 15 100 41 100 

Table 1: Number of problems identified by practitioners and 

specialists in the first test. 

In both tests the practitioners identified fewer critical and 
more cosmetic problems than the specialists. In terms of 
serious problems, the practitioners identified one less in 
the first test and two more in the second. In addition, 
findings reveal that the number of critical and serious 
problems was almost halved in the second version of the 
system as the count decreased from 26 to 15. However, 
the number of cosmetic problems was doubled as they 
increased from 15 to 29. 

 

Test 2 

 Critical Serious Cosmetic Total 

 # % # % # % # % 

Prac. 5 63 7 100 23 79 35 80 

Spec. 7 88 5 71 20 69 32 73 

Total 8 100 7 100 29 100 44 100 

Table 2: Number of problems identified by practitioners and 

specialists in the second test. 

Table 3 shows an overview of the thoroughness of each 
of the three usability specialists. On average the 
specialists identified 48 % and 41.7 % of all problems 
found in test 1 and 2 respectively. Due to the plenary 
nature of the IDA session, such an overview cannot be 
made for the practitioners. 

 Test 1 Test 2 

 # (SD) % (SD) # (SD) % (SD) 

Specialist 1 26 63 25 57 

Specialist 2 16 39 14 32 

Specialist 3 17 42 16 36 

Average 19.7 
(5.5) 

48 
(13.1) 

18.3 
(5.9) 

41.7 
(13.4) 

Table 3: Number of problems identified by the usability 

specialists. Percentages are of the total no. of problems 

found in each test, (SD) = Standard Deviation. 

Problem Agreement 

In the first test 23 of the 41 problems were identified by 
the practitioners and the specialists, hereby leading to 
problem agreement of 56 %. In the second test the two 
groups also had 23 of the 44 problems in common, which 
gives an agreement of 52 %. Thus, the average agreement 
is 54 % (SD=2.8). 

Differences in Severity Categorizations 

As mentioned above the practitioners and specialists had 
an agreement on 23 problems in the first test. The severity 
ratings (critical, serious or cosmetic) given by the two 
groups differed in 16 (70 %) of these problems where the 
practitioners consistently gave lower ratings than the 
specialists. In the second test there was a disagreement on 
severity ratings in 5 of the 23 problems (22 %) where the 
practitioners once more provided lower ratings than the 
specialists. 

Uniquely Identified Problems 

Across the two tests 22 problems are identified by the 
practitioners only, of which 2 are critical, 3 serious and 
17 cosmetic. In the following we provide an example of 
one of the serious problems. Two types of information are 
needed in the system in order to apply for wage subsidies. 
The first is related to the base salary, which includes the 
subsidy given by the municipality plus the amount paid 
by the employer while the other relate to the amount 
given by the employer only. During the tests the 
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practitioners noted that some test users did only use the 
first type of information, which is not enough to submit a 
correct application form. The above mentioned example 
is highly domain specific and requires additional 
knowledge in order to be uncovered, especially since the 
users did not notice the problem themselves and, hence, 
did not comment on this explicitly during the test. Other 
similar problems were identified by the practitioners but 
not by the usability specialists. 

Committed Impact Ratio 

The problem list made by the specialists was not available 
before starting the implementation, which meant that the 
practitioners only had access to their own list of problems 
derived through the IDA session from the first test. For 
this reason we in the following base the total number of 
identified problems on the 33 problems found by the 
practitioners, see Table 1. Before starting the 
implementation the practitioners committed to fix 20 
problems, which results in the following committed 
impact ratio: 

CIR = 
20 

⋅ 100 = 61 % 
33 

In the interview conducted at the end of the experiment 
we asked the practitioners of what factors had influenced 
the CIR, i.e. their prioritization of fixing usability 
problems. These factors were derived from existing 
literature and regarded: Severity ratings, frequency, 
length of problem descriptions and resource requirements, 
cf. [Fejl! Henvisningskilde ikke fundet.].  

The interviews revealed that the amount of resources 
required to fix a usability problem was one of the main 
factors in prioritizing these. One of the practitioners for 
instance mentioned that: "... it didn't matter what severity 

rating the problems had but if it was a problem that could 

easily be corrected, it would come on the list of fixes". 
Another practitioner followed up on this by saying: "Yes, 

and in the opposite case we have the problems which 

could cause great technical challenges. Those problems 

are on stand-by, not forgotten, but put into the log for 

future corrections". Based on this we see that the factor 
of resource requirements had higher influence than 
severity ratings. 

Frequency in terms of the number of users experiencing a 
problem was not an influential factor, a practitioner for 
instance mentioned: "If we have had ten test users and a 

problem was experienced by one of these it would be a 

different assessment compared to the three or four users 

we had... In our case we chose to say that if one user 

experiences the problem, it can also happen for others". 
Thus, problems experienced by three test users would not 
be emphasized over those experienced by a single test 
user. 

The practitioners also mentioned that frequency, 
measured as the number of problems found within a given 
system component, influenced their priorities, e.g.: "After 

our first test we saw a lot of problems concerning the 

dates... The calendar component. It was that component 

that we spent the most time on improving".  

The practitioners stated that the length of the problem 
descriptions did not influence their prioritization. As an 
example, one stated that: "In the analysis we did not have 

problems where we said 'what was this problem?'", to 
which another replied: "Yes, and the analysis is 

conducted immediately after the sessions so we do 

remember them".  

An additional factor identified regarded the coherence to 
other systems in the company portfolio. The company 
was developing a new platform on which to base existing 
solutions, and if a usability problem was deeply rooted in 
the design of this old platform, it would not be prioritized, 
e.g.: "... you can also say that what has happened in some 

cases was that we said 'but we will not fix this now as the 

new framework will come out later'". In Relation to this 
the practitioners only prioritized fixing problems related 
to the part of the system containing the stepwise wizard 
and not the editable pdf form.  

In sum, the practitioners in our case mainly committed to 
fixing problems based on the factors of resource 
requirements and coherence to other systems while it did 
not matter whether a problem was experienced by a single 
or multiple test users. Finally, severity ratings and length 
of problem descriptions were less influential. 

Completed-to-Date Impact Ratio 

We found that 12 out of the total of 33 problems 
identified by the practitioners during the first test recurred 
in the second version. Thus, 21 problems are fixed, which 
gives the following completed-to-date impact ratio:  

CIR = 
21 

⋅ 100 = 64 % 
33 

During the interview we asked the practitioners why 12 
problems from the first version of the system recurred in 
the second. One of the reasons was that 4 of these 
problems were related to the editable pdf form, which, as 
mentioned above, was not prioritized.  

In case of the other 8 recurring problems, the practitioners 
mentioned they tried to fix 5 of these, but that the 
implemented fixes did not work as intended. One of the 
problems was related to the help texts, which lacked 
necessary information to which they mentioned: “We 

have tried to make these more elaborate… We went 

through all of the texts to see if they properly explained 

the wordings”.  

The interviews also revealed that one of the recurring 
problems was not accepted by the practitioners as one of 
them mentioned: “Well you could say that we should 

have taken this problem more seriously after the first test, 

so we should have dug deeper into this already at the first 

test, just like we did after we found it again”. 

The final two recurring problems were not fixed as 
possible solutions conflicted with the usability of other 
system components or features prioritized by the sales 
department. As an example, one of these relates to the 
introduction presented in the system, which was not read 
by the test users due to its length. The solution of 
reducing the amount of text was not followed as this 
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conflicted with the usability of another system 
component, one mentioned: “With the introduction we 

also try to solve another problem about attachments. The 

introduction should avoid the users from getting stuck in 

the middle of the wizard because we let them know up 

front what attachments they need”.  

Summarizing on the above we found that the practitioners 
have tried to fix most of the prioritized problems that 
recurred, but that these fixes did not work as intended. 
Additionally, one of the problems was not accepted after 
occurring in the first test, but was then prioritized after its 
presence in the second. 

DISCUSSION 

Findings of our study show that the practitioners after 
receiving 30 hours of training were able to identify an 
average of 80.5 % of all usability problems across the two 
tests. In general, related work report of a lower 
thoroughness than the one found in our experiment. The 
study presented in (Bruun and Stage 2011) showed that 5 
practitioners from industry on average were able to 
uncover 48.4 % of all usability problems and that two 
practitioners on average identified 71.4 %. In (Wright and 
Monk 1991) it is shown that each student team identified 
33 % of all problems on average. In the study conducted 
by Koustabasis and colleagues it was found that students 
applying the user based method were able to identify 24 
% of all problems on average (Koutsabasis et al. 2007). In 
(Frøkjær and Lárusdòttir 1999) it is shown that students 
were able to identify 18 % of all problems whereas the 
level of thoroughness reported in (Ardito et al. 2006) is 
lower as the students that applied a user based method 
identified an average of 11 %. The two studies presented 
in (Skov and Stage 2004; Skov and Stage 2008) compare 
student performance to that of specialists and show that 
students identified a mean of 37 % of the problems 
identified by specialists. 

We see that the practitioners in our experiment were able 
to identify more problems than in the above mentioned 
studies. Differing motivational factors could play a 
considerable role in the variations between related work 
and our study. In a competitive market, software 
development practitioners are highly dependent on sales 
of their products, which is not the case for university 
students, which, with the exception of (Bruun and Stage 
2011), are used in the above mentioned related work. 

We also found that the three practitioners had a slightly 
higher thoroughness than the three specialists. A reason 
for this could be the thoroughness of the usability 
specialists within our study where each on average 
revealed 45 % of all problems. This, however, is 
comparable to the thoroughness presented in (Jacobsen et 
al. 1998) where four specialists conducting video based 
analysis identified an average of 52 % of all problems. 

Another explanation of why the practitioners managed to 
identify more problems than the specialists could be that 
they had a higher level of domain knowledge. Our 
findings show that 22 problems were uniquely identified 
by the three practitioners and that some of those problems 
related to domain specific issues. This indicates one of 

the benefits of letting software development practitioners 
conduct usability tests compared to externally hired 
specialists, as their domain knowledge contributes in 
uncovering additional problems. This is supported in 
(Følstad and Hornbæk 2010) where a group of end users 
act as domain experts in the conduction of Coorporative 
Usability Tests. That study shows that test output was 
enriched by including domain experts in the interpretation 
phase as they provided additional insight in identified 
problems and helped in uncovering a considerable 
amount of new problems (Følstad and Hornbæk 2010). 
The high performance of the software development 
practitioners within our study reveals that they have an 
elaborate understanding of the users of the system. This 
differs from the typical developer mindset presented in 
existing literature where it is reported that developers 
without usability knowledge have difficulties 
understanding their users, cf. (Ardito et al. 2011; Bak et 
al. 2008). 

In terms of severity categorization we found a 
considerable disagreement between the ratings given by 
the practitioners and specialists. In the first test there was 
a disagreement in categorization in 70 % of the problems 
found by both groups where the practitioners consistently 
gave lower severity ratings than the specialists. During 
the second test there were disagreements in 22 % of the 
problems, giving an average of 46 % of all problems 
across both tests. This finding could indicate a downside 
to letting the practitioners test their own systems, as they 
may be subjectively biased. This is supported within 
existing literature, e.g. in (Rubin and Chisnell 2008) 
where it is established that development teams for 
objectivity reasons should not test their own designs. 
Although the practitioners’ objectivity could be 
questioned in our case, we did find that they managed to 
uncover more problems than the specialists who had not 
taken part in the design or development of the system. A 
similar finding is presented in (Wright and Monk 1991) 
where it is shown that participants found more problems 
within their own designs than those made by others. 
Thus, the possible implications of objectivity may have a 
higher influence on severity ratings than on the number of 
problems identified. 

Considering downstream utility we found that the 
practitioners before implementation primarily committed 
to fixing problems based on the factors of resource 
requirements and that severity ratings and frequency (no. 
of users experiencing a problem) did not matter. This 
prioritization resulted in a committed impact ratio of 61 
%. Opposite findings are reported in (Law 2006), where it 
is found that severity ratings and frequency were the most 
influential factors on the impact ratio while the amount of 
resources required to fix the problems was less 
influential. This difference could be attributed to the fact 
that two of the practitioners in our study also had project 
management responsibilities, which could have caused an 
increased focus on resource requirements. 

Considering downstream utility after implementing the 
second version of the system revealed no impact in terms 
of the number of identified usability problems. However, 
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the number of critical and serious problems was reduced 
considerably as the count was almost halved, which 
indicates a highly positive impact on system usability. On 
the other hand, the number of cosmetic problems was 
almost doubled. The increase in cosmetic problems could 
be explained by the critical and serious problems, which 
may have masked the cosmetic ones during the first test. 

Although the number of identified problems remained on 
the same level, we found a completed-to-date impact ratio 
(CDIR) of 64 % as 21 of the 33 problems identified by 
the practitioners in the first test were removed. CDIR is 
also revealed within other studies utilizing user based 
tests, in these, however, usability practices were already 
established as specialists were involved in testing and 
redesigning the systems. The study conducted by 
Medlock and colleagues revealed a higher CDIR of 97 % 
by applying the RITE method (Medlock et al. 2002). In 
(Hertzum 2006) the average CDIR is 65 %, which was 
obtained through the conduction of 5 user based tests. In 
(Law 2006) usability specialists conducted what is 
mentioned as “standard user tests” based on video 
analysis. In that study the CDIR was 38.3 %. Thus, the 
CDIR of 64 % found within our study resembles the one 
presented in (Hertzum 2006), which was obtained from a 
company with established usability practices and with 
employed usability specialists. On the other hand, this 
finding is lower than that reported in (Medlock et al. 
2002). This could be explained by the fact that each team 
member in the Medlock study had limited responsibilities 
as e.g. usability engineer or developer. The practitioners 
in our case had more responsibilities besides conducting 
the usability tests, e.g. writing new code, fixing 
functionality problems and project management 
responsibilities. 

Taken together, the above findings regarding downstream 
utility reveal that the software development practitioners 
within our study prioritized fixing the majority of 
usability problems as well as eliminating most of these in 
the following implementation. This indicates that their 
mindsets deviate from the typical developer mindset as 
reported in (Ardito et al. 2011; Bak et al. 2008) where 
developers did not accept or prioritize fixing problems. 
This deviation from the typical developer mindset is also 
supported by their high performance in identifying 
problems as mentioned previously as this indicates a high 
level of user understanding. 

CONCLUSION 

The purpose of this study was to examine whether 
training software development practitioners in conducting 
usability tests could be a viable solution to overcome the 
barrier of developer mindset. We found that the 
practitioners after receiving 30 hours of training were 
able to identify an average of 80.5 % of all problems 
across the two tests conducted, which indicates a high 
level of user understanding. Their performance was 
slightly higher than that of the usability specialists who 
uncovered an average of 74.5 %. A reason for this may be 
the practitioners’ level of domain knowledge, which 
proves to be another advantage of letting them conduct 
usability tests. We also found that the practitioners 

committed to fixing 61 % of the identified problems and 
that they managed to eliminate 64 %, which resembles 
impact ratios found in other settings where usability 
practices already have been established. These impact 
ratios indicate that the practitioners accepted and 
prioritized most of the problems, which deviates from the 
typical developer mindset found throughout existing 
literature. 

The empirical data within our study is based on three 
practitioners from the same company conducting two 
tests, which makes it exploratory in nature. Further 
studies using more software development practitioners 
conducting tests are needed to validate our findings. 
Another limitation is that only one of the authors 
conducted an open coding analysis og the qualitative data 
where a more rigorous analysis would enrich and nuance 
findings of this study. Also, we have focused exclusively 
on training practitioners to conduct usability tests. As 
Wixon points out, then it is equally important to tell the 
practitioners what to do and not just what is wrong within 
an interface (Wixon 2003). Thus, in the future it would be 
crucial to provide such practitioners with training in 
interaction design to further increase the impact of 
usability tests. 
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ABSTRACT 

Remote asynchronous usability testing is characterized by 
both a spatial and temporal separation of users and 
evaluators. This has the potential both to reduce practical 
problems with securing user attendance and to allow direct 
involvement of users in usability testing. In this paper, we 
report from an empirical study where we systematically 
compared three methods for remote asynchronous usability 
testing: user-reported critical incidents, forum-based online 
reporting and discussion, and diary-based longitudinal user 
reporting. In addition, conventional laboratory-based think-
aloud testing was included as a benchmark for the remote 
methods. The results show that each remote asynchronous 
method supports identification of a considerable number of 
usability problems. Although this is only about half of the 
problems identified with the conventional method, it 
requires significantly less time. This makes remote 
asynchronous methods an appealing possibility for usability 
testing in many software projects. 

Author Keywords 

Remote testing, asynchronous testing, usability testing, 
empirical study. 

ACM Classification Keywords 

H.5.2 [Information Interfaces and Presentation]: User 
Interfaces – Evaluation/methodology, Theory and methods. 

INTRODUCTION 

User-based testing has become almost a de facto standard in 
usability engineering. The essential idea is to base 
assessment of the usability of a system on observation of 
users working with the system. The classical approach was 
to combine this idea of user-based testing with the think-
aloud protocol and implement it in a laboratory setting, e.g. 

[27]. A key drawback of this approach was that it turned out 
to demand considerable resources for planning the tests, 
establishing a test setting and conducting the tests [8, 9, 22, 
23, 24]. A subsequent analysis to identify usability 
problems, conducted as a rigorous walk-through of the 
hours of video recordings that documented the users’ 
interaction with the system, was almost equally demanding 
in terms of resources [17]. 

The classical approach to usability testing has limited 
influence on contemporary practice in software 
development and commercial usability testing. Practitioners 
and researchers have developed a rich inventory of 
techniques for usability testing that reduce the resource 
demands, either for the whole evaluation process, e.g. [22, 
23, 24], or for selected activities, e.g. [17]. Modern 
software organizations combine such techniques with new 
development approaches, e.g. [2]. At the other end of the 
spectrum, there are many software organizations that still 
have no systematic usability activities deployed in their 
development processes, and the most frequent cause given 
is perceived resource demands [3]. 

Software organizations that develop and evaluate products 
for global markets or practice outsourcing or global 
software development face different but equally significant 
obstacles. When developers, evaluators and users are 
distributed across different organizations, countries and 
time zones, user-based usability testing, in particular 
planning and setting up the test, becomes a nearly 
insurmountable logistic challenge. 

The difficulties with usability testing that are emphasized 
above have led some researchers to inquire into remote 
usability testing.  Remote usability testing denotes a 
situation where “the evaluators are separated in space 
and/or time from the users” [7]. There is a basic distinction 
between remote synchronous and remote asynchronous 
methods. 

With a remote synchronous method, the test users and 
evaluators are separated in space [6]. The evaluators can 
observe the users over a network connection by means of 
video capture software where, for example, the content of 
the test participants’ screen is transmitted to the evaluators 
who are residing in a remote location [1, 2, 6, 9, 12, 14]. A 
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remote synchronous method still requires the evaluators to 
be present in real time to control and monitor the test, and 
the results need to be analyzed by the evaluators. Thus, this 
method is almost as resource demanding as a typical user-
based test, but it escapes many of the logistic problems [9].  

With a remote asynchronous method, the test users and 
evaluators are separated both in space and time [6]. This 
implies that the evaluators no longer need to be present at 
the time when the users are working with the system. 
Thereby, the asynchronous methods eliminate a key 
drawback of the synchronous methods. Moreover, some of 
the asynchronous methods involve the users in the reporting 
of usability problems with the aim of also eliminating a 
detailed analysis conducted by the evaluators. 

In this paper, we present results from an empirical study of 
three methods for remote asynchronous usability testing. In 
the following section, we describe previous research on 
remote asynchronous usability testing. Based on this, we 
have selected three asynchronous methods. Next, we 
describe the experimental method of the empirical study we 
conducted to compare the qualities of the three methods. 
This is followed by a presentation of the results of the 
study. Here, we focus on the number of usability problems 
identified and the time spent conducting the usability tests. 
Then we compare with results obtained by others and 
discuss our results. Finally, we provide the conclusion. 

RELATED WORK 

We have conducted a systematic study of literature on 
remote asynchronous usability testing. In this section, we 
provide an overview of papers that present empirical studies 
of the use of one or more remote asynchronous methods for 
usability testing. Thus papers that only mention or briefly 
outline remote asynchronous usability testing are not 
included. Table 1 provides an overview of the 22 papers.  

Basis for comparison Paper # 

Conventional laboratory 0, 6, 19, 25, 26, 31, 32, 34,  35, 
37, 38 

Usability expert inspection 5, 6, 7, 13, 14, 29, 30, 38 

No comparison 10, 16, 20, 28, 36 

Table 1. Empirical papers with remote asynchronous usability 

testing methods and the comparisons they make. 

There are 17 out of the 22 papers that compare remote 
asynchronous usability testing with established approaches 
such as a conventional user-based laboratory test, an expert-
based usability inspection or both. Out of these, only one 
compares multiple asynchronous methods [6]. This is, 
however, only a cost-benefit comparison graph based on 
intuition and not empirical data. The other 16 papers only 
deal with a single remote asynchronous method. The 
remaining 5 papers are documenting empirical studies that 
apply an asynchronous method, but without comparing it to 
other approaches. 

Table 2 provides an overview of the methods that are used 
in the papers listed in Table 1. 

Method Paper # 

Auto logging 20, 28, 29, 30, 34, 35, 36, 37 

Interview 10, 26, 29, 30, 35 

Questionnaires 10, 19, 25, 28, 29, 30, 32, 34, 
35, 36, 37 

User-reported critical incident  0, 5, 6, 7, 13, 14, 31 

Unstructured problem reporting  10, 19, 38 

Forum 21 

Diary 31 

Table 2. Methods for remote asynchronous usability testing. 

Auto logging is a method where quantitative data like 
visited URL history and the time used to complete tasks are 
collected in log files that are analysed. This method can 
show if the paths to complete tasks are well designed [20, 
28, 29, 30, 34, 35, 36, 37], but it is lacking the ability to 
collect qualitative data needed to address usability issues 
beyond the likes of path finding and time used. Therefore, it 
is often combined with interviews and/or questionnaires as 
follow-up. With this combination, auto logging has found 
many of the same problems as heuristic inspection [30]. In 
another study, the evaluators used this approach to identify 
60% of the problems found via a heuristic inspection [29]. 
In a comparison with a conventional laboratory method, it 
is concluded that the auto logging method in comparison is 
not too efficient [37]. The reports of two of these studies 
[30, 37] do not provide any information about the total 
number of usability problems identified with auto logging 
method. In another comparison, the evaluators using the 
auto logging method identified 40% of the usability 
problems found in a conventional laboratory test [34]. 

The User-reported Critical Incident method (UCI) is based 
on the idea that the users themselves report the problems 
they experience. This should relieve evaluators from 
conducting tests and analysing results. It has been 
concluded that test participants are able to report their own 
critical incidents, e.g. Castillo shows that a minimalist 
approach works well for training participants in identifying 
critical incidents [6]. The first studies of this method 
concluded that the participants were able to categorize the 
incidents [6, 7], but a more recent and systematic study 
concludes that the participants cannot categorize the 
severity of the critical incidents they identify [1]. The 
reason for this discrepancy may be that the training 
conducted by [5, 6, 7] was more elaborate than [1], but the 
training was done with the researchers physically present 
[6, 7, 31] which contradicts the idea of remote testing. The 
training conducted by [1] was done over the Internet. The 
number of usability problems identified also varies between 
the different studies. In one of the first studies, 24 
participants identified 76% of the usability problems found 
by experts [6]. In a later study, 10 participants identified 
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60% of the problems found in a conventional laboratory test 
[31]. In the most recent study, 6 participants identified 37% 
of the usability problems found in a conventional laboratory 
test [1]. 

Unstructured problem reporting is based on the idea that 
participants make notes on the usability problems they 
encounter while working on a set of tasks [10, 19, 38]. The 
descriptions of the studies of this method are brief and there 
is no information about the predetermined content they 
have wanted participants to write down. In a study, 9 
participants using this kind of reporting identified 66% of 
the usability problems found by experts [38]. These 
researchers recommend a more structured approach which 
is close to the user-reported critical incident method. 
Another study showed that 8 participants using the 
unstructured approach identified 50% of the total usability 
“issues” found in a conventional laboratory test, but this 
was based on a procedure where the participants in the 
remote asynchronous condition solved instructional tasks 
whereas the participants in the laboratory test solved 
exploratory tasks. As noted by the authors, this makes the 
comparison “unfair” [19]. 

The forum has been used as a source for collecting 
qualitative data in a study of auto logging [20]. The 
researchers did not specifically encourage the participants 
to report usability issues through the forum, but the 
participants did report detailed usability feedback. There is 
no information about user training or the number of 
usability problems reported in the forum [20]. In a different 
study, the author argues that participants may be more 
motivated to report problems, if reporting is a collaborative 
effort amongst participants. The author believes that 
participants through collaboration may give input which 
increases data quality and richness compared to the user-
reported critical incident method [31]. 

The diary has been used on a longitudinal basis for 
participants in a study of auto logging to provide qualitative 
information [30]. There is no information about the 
usefulness of the method or the experiences with it. 
However, it is mentioned that the participants used their 
diary on a longitudinal basis to report on the usability 
problems they experienced with the use of a particular 
hardware product. 

METHOD 

We have conducted an empirical study of remote 
asynchronous usability testing with the following four 
conditions: 

• Conventional user-based laboratory test (Lab) 
• User-reported critical incident (UCI) 
• Forum-based online reporting and discussion (Forum) 
• Diary-based longitudinal user reporting (Diary) 

The conventional laboratory test was included to serve as a 
benchmark. In the rest of this section, we describe the 
method of the study. 

Participants. A total of 40 test subjects participated, ten for 
each condition. Half of the participants were female and the 
other half male. All of them studied at Aalborg University, 
at different faculties and departments. They were between 
20 and 30 years of age. They signed up voluntarily after we 
submitted an email call for participants. Half of them were 
taking a non-technical education (NT), and the other half a 
technical education (T). For all four test conditions the 
participants were distributed as follows: 3 NT females, 2 T 
females, 2 NT males and 3 T males. Most of the 
participants reported medium experience in using IT in 
general and an email client. Two participants reported 
themselves as being beginners to IT in general and had 
medium knowledge of using an email client. None of the 
participants had previous knowledge about usability testing. 
They received no course credit or payment. After 
completion, we gave each a bottle of wine for their effort. 

Training. The test subjects participating in the remote 
asynchronous sessions were trained in identification and 
categorisation of usability problems. This was done using a 
minimalist approach that was strictly remote and 
asynchronous, as they received written instructions via 
email, explaining through descriptions and examples what a 
usability problem is and how it is identified and 
categorised. The categories were “low”, “medium” and 
“high”, corresponding to the traditional cosmetic, serious 
and critical severity ratings [1].  

System. In order to facilitate comparison of the results, we 
chose to use the same system and tasks as another study 
that involved both synchronous and asynchronous methods 
[1]. Accordingly, we tested the email client Mozilla 
Thunderbird version 1.5. None of the test subjects had used 
Mozilla Thunderbird before. 

Tasks. All participants were asked to solve the following 
tasks (the same as the ones used by [1]): 

1. Create a new email account (data provided) 
2. Check the number of new emails in the inbox of this 

account 
3. Create a folder with a name (provided) and make a 

mail filter that automatically moves emails that has the 
folder name in the subject line into this folder 

4. Run the mail filter just made on the emails that were in 
the inbox and determine the number of emails in the 
folder 

5. Create a contact (data provided) 
6. Create a contact based on an email received from a 

person (name provided) 
7. Activate the spam filter (settings provided) 
8. Find suspicious emails in the inbox, mark them as 

spam and check if they were automatically deleted 
9. Find an email in the inbox (specified by subject line 

contents), mark it with a label (provided) and note what 
happened 

We had fixed tasks across the four conditions to ensure that 
all participants used the same parts of the system. 
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Laboratory Testing (Lab) 

Setting. The laboratory test was conducted in a state-of-the-
art usability laboratory. In the test room, the test participant 
sat in front of the computer and next to her/him sat a test 
monitor whose primary task was to make sure that the test 
participant was thinking aloud. 

Procedure. The procedure followed the guidelines of [27]. 
It was not conducted by the authors of this paper. The test 
subjects were introduced to the test sequence and the 
concept of thinking aloud by the test monitor. We 
scheduled one hour per participant including post-test 
interview and switching participants. The interviews were 
carried out by the test monitor. Participants had to solve the 
nine tasks while thinking aloud. The test monitor had a 
timeframe for the completion of each task. Participants who 
had not solved a task in this time received help from the test 
monitor to ensure that all tasks were completed. 

Data collection. A video of the test subjects’ desktop was 
recorded along with video showing the test subject’s face. 

This condition was referred to in the introduction as the 
classical approach. We decided to use it as a benchmark, 
despite its limited influence on contemporary usability 
testing practice, because it facilitates comparison with other 
studies, where it is commonly used. The condition involved 
thinking aloud, which in discussed in [10]. Again, we used 
it to facilitate comparison with other studies.  

The Three Remote Conditions 

Some methodological aspects were common to all three 
remote conditions. 

Setting. In all remote asynchronous methods, participants 
worked at home using their own computer. The participants 
could carry out the tasks whenever they wanted; but had to 
completed by a specified date. Once they started, they had 
to finish all tasks in one session. 

Procedure. We sent all participants the training material 
and a guide on how to install the system. The participants 
were asked first to go through the training material, install 
Mozilla Thunderbird and then begin task completion. With 
each task there was a hint that allowed the participant to 
check whether they had solved the task correctly. In the Lab 
condition, you can control the users’ task solving process in 
accordance with the correctness of their solution. Remote 
users need a similar criterion in order to know when they 
can stop the work on a task. That is the purpose of the hint. 

User-Reported Critical Incident Method (UCI) 

Procedure. The participants were instructed to report any 
negative critical incident they might find both major and 
minor, as soon as they discovered it. This was done using a 
web based report form that was programmed using PHP, 
JavaScript and an MySql database. The content of the form 
was similar to that used by [5] and [31]. The following 
questions had to be answered using this form: 

• What task were you doing when the critical incident 
occurred? 

• What is the name of the window in which the critical 
incident occurred? 

• Explain what you were trying to do when the critical 
incident occurred. 

• Describe what you expected the system to do just before 
the critical incident occurred. 

• In as much detail as possible, describe the critical 
incident that occurred and why you think it happened. 

• Describe what you did to get out of the critical incident. 
• Were you able to recover from the critical incident? 
• Are you able to reproduce the critical incident and make 

it happen again? 
• Indicate in your opinion the severity of this critical 

incident. 

The participants were also asked to create a log of time 
spent completing each task and email this log to us. 

Data collection. At the bottom of the online form was a 
submit button. When it was pressed, the data was saved in 
an online database and the form was reset, ready to enter a 
new entry. The form was running in a separate browser 
window, requiring the participants to toggle between 
windows when they encountered a problem. Reporting 
might be integrated directly into the application [13], but it 
requires extra resources to implement, and the two-window 
approach has been shown to work as well [31]. 

Forum 

Procedure. After installing the system, the participants 
were asked to first take notes on the usability problems they 
experienced during completion of the tasks and also to rate 
the severity. The participants were asked to finish all tasks 
in one sequence and to create a log of the time taken to 
finish each task. After completion of the tasks the test 
participants were instructed to uninstall Mozilla 
Thunderbird to avoid confounding longitudinal use. They 
were then asked to post and discuss their experienced 
usability problems with the other participants. They were 
given a week for that. Each participant was given the 
following instructions: A) Check if the given usability 
problem already exists. B) If the problem does not exist 
then add a problem description and a severity 
categorization. C) If the problem is already mentioned, 
comment on this either by posting an agreement with the 
problem description and categorization or state a 
disagreement with a reason. 

Data collection. The forum in itself is a data collection tool, 
so the data collection for this method was very simple. 

Diary 

Procedure. The participants were given a timeframe of five 
days to write about experienced usability problems and 
severity categorizations in their diary. We provided the 
same list of elements to consider as to those participating in 
the forum condition. They were also asked to create a time 
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log over the time taken to finish each task. We did not 
impose any formal content structure. On the first day, the 
participants received the same nine tasks as all other 
participants. We instructed them to complete those nine 
tasks on the first day, and then email the experienced 
problems and the log to us immediately after completion. 

During the remaining four days the participants received 
additional tasks to complete on a daily basis. These tasks 
were of the same types as the original nine tasks. The 
purpose was to generate longitudinal data by ensuring that 
the users kept working with the system through all five days 
and making daily entries in their diary. The longitudinal 
element was only introduced after the first day to ensure 
that the data from that day were comparable with the other 
conditions and the value of more days could be identified. 

Data collection. The participants e-mailed their diary notes 
to us after the first and the fifth day. 

Data Analysis 

The data analysis was conducted by three of the authors of 
this paper. Each analyzed all data from all four test 
conditions. This consisted of 40 data sets, 10 for each 
condition. All data was collected before conducting the 
analysis. Each data set was given a unique identifier, and a 
random list was generated for each evaluator, defining the 
order of analysis of all data sets. Each evaluator analyzed 
all the data sets alone, one at a time. 

For the Lab condition, the videos were thoroughly walked 
through. The data from the three remote conditions was 
read one problem at a time. By using only the information 
available in the users’ problem description, it was 
transformed into a usability problem description. If 
necessary, Mozilla Thunderbird was checked to get a better 
understanding of the problem. When analyzing forum 
descriptions, previous problem descriptions by other users 
in the same forum thread was also included in the analysis. 
If a description could not be translated into a meaningful 
problem in short time or we could not identify the problem 
using Thunderbird, the problem was not included in the 
problem list, because we wanted to make sure it reflected 
the users’ experience and not problems made up by the 
evaluators. There were 12 user descriptions (1 from UCI, 3 
from Forum and 8 from Diary) that could not be translated 
into a problem description because the description was 
impossible to understand or missing. 

During the analysis we also rated the severity of the 
problems, as we wanted to make sure that this was done 
consistently.  

When each evaluator had created a problem list for all data 
sets, they merged their lists for each of the four conditions. 
These four lists were then merged to form a complete 
problem list for the individual evaluator. The three 
evaluators then merged their individual lists for each of the 
four conditions in order to create a joint problem list for 
that condition. In case of disagreement, they negotiated by 

referring to the system and the original data until they 
reached an agreement. Severity rating in the joined lists was 
done using the most serious categorization. The joined lists 
for each condition were then joined to form a complete 
joined problem list. The resulting problem list included a 
detailed description of each usability problem. 

  Lab UCI Forum Diary Avg. 

Problems agreed on 23.3 9 8 17.7 14.5 

Number of  problems 46 13 15 29 25.8 

Any-two  agreement 50.7% 69.2% 53.3% 60.9% 56.3% 

Table 3. The average any-two agreement between the 

evaluators for all test conditions. 

Hertzum and Jacobsen [15] have shown that evaluators do 
not find exactly the same usability problems from the same 
data set. They call this the evaluator effect. To verify the 
agreement between evaluators, the evaluator effect can be 
calculated as an any-two agreement showing to what extent 
the evaluators have identified the same problems [15]. 
Table 3 shows the average any-two agreement for all of the 
test conditions and for the entire test. Compared to Hertzum 
and Jacobsen’s findings [15], our any-two agreement is 
very high. 

RESULTS 

This section presents the findings from the study. 

 Lab 

N=10 

UCI 

N=10 

Forum 

N=10 

Diary 

N=10 

Task completion 

time in minutes:  
Average (SD) 

24.24 
(6.3) 

34.45 
(14.33) 

15.45 
(5.83) 

Tasks 1-9: 
32.57 

(28.34) 

Usability 

problems: 

# % # % # % # % 

Critical (21) 20 95 10 48 9 43 11 52 

Serious (17) 14 82 2 12 1 6 6 35 

Cosmetic (24) 12 50 1 4 5 21 12 50 

Total (62) 46 74 13 21 15 24 29 47 

Table 4. Number of identified problems and task completion 

time using the Lab, UCI, Forum and Diary methods. 

Percentages are of the total number of problems shown in 

brackets in the left column. 

Number of Problems Identified and Time Spent 

In this section we compare the four conditions with respect 
to the number of usability problems identified and the time 
spent on analysis. There is considerable variation in the 
standard deviations between the conditions. As we have no 
data on the task solving process in the remote conditions, 
we cannot explain this variation. An overview of the 
problems identified can be seen in table 4. 

Table 5 shows the time spent in the four conditions. All 
time indications are the sum for all evaluators involved in 
that activity. The time for preparation does not include time 
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spent on finding test subjects, as this was done jointly for 
all four conditions. In total, it took about 8 hours. Task 
specifications were taken from an earlier study. Preparation 
in the three remote conditions was primarily to work out 
written instructions for the participants. These instructions 
could to a large extent be reused between the conditions, 
thus a test with only a single remote method would require 
a few hours more. 

 Lab         

(46) 

UCI      

(13) 

Forum 

(15) 

Diary      

(29) 

Preparation 6:00 2:40 2:40 2:40 

Conducting test 10:00 1:00 1:00 1:30 

Analysis 33:18 2:52 3:56 9:38 

Merging problem lists 11:45 1:41 1:42 4:58 

Total time spent 61:03 8:13 9:18 18:46 

Avg. time per problem 1:20 0:38 0:37 0:39 

Table 5. Person hours spent on test activities. The numbers in 

parentheses are the total number of problems identified. 

The UCI condition included setting up a web based form 
that the participants should use to report each problem they 
identified. This was made by first developing a tool and 
then using this tool to create the form. This took about 16 
hours, but the tool and most of the form is directly reusable 
for a new test, which is why we have excluded this time. 

The time for conducting the test in the Lab condition is the 
time spent by the test monitor. This includes the time it took 
the user to solve the tasks as well as setting up the system, 
briefing the user and administering a questionnaire. 

 Lab UCI Forum Diary 

Lab  p<0.001 
*** 

p<0.001 
*** 

p=0.0031 
** 

UCI p<0.001 
*** 

 p=0.6639 p=0.002 
** 

Forum p<0.001 
*** 

p=0.6639  p=0.01423 
* 

Diary p=0.0031 
** 

p=0.002 
** 

p=0.01423 
* 

 

Table 6. Fisher’s exact test for the total number of usability 

problems identified in the four conditions. * = significant 

difference, ** = Very significant difference, *** = Extremely 

significant difference 

Lab 

From the Lab test we identified a total of 46 usability 
problems. Twenty of these were critical, 14 serious and 12 
cosmetic. Comparing this result to the total of 62 problems, 
we were able to identify 74% of all reported problems using 
the Lab condition. As many as 95% of the critical problems, 
82% of the serious and 50% of all cosmetic problems were 
found using this method. Thus the Lab condition identified 
more problems than the others, but at the same time it was 
the most time consuming as we spent 61 hours on it. 

Lab vs. UCI 

The UCI condition revealed 13 problems, consisting of 10 
critical, 2 serious and 1 cosmetic. A Fisher’s exact test 
gives an extremely significant difference (see table 6 for an 
overview) meaning that the Lab condition identified more 
problems than UCI. Fisher’s exact test for each level of 
severity gives p=0.00139 for critical problems, p<0.001 for 
serious and p<0.001 for cosmetic. Thus for each severity 
level, the Lab condition finds more problems than UCI. 

There was some overlap between the problems identified in 
the two conditions. All the 10 critical problems found with 
UCI were also found with the Lab condition. One of the 2 
serious problems found with UCI was also found in the Lab 
condition. The single cosmetic problem found with UCI 
was not found in the Lab condition. 

The UCI condition was clearly less time-consuming as we 
only spent just over 8 hours compared to the 61 hours for 
the Lab condition.  

Lab vs. Forum 

With the Forum condition we could identify a total of 15 
problems (9 critical, 1 serious and 5 cosmetic). A Fisher’s 
exact test reveals an extremely significant difference 
(p<0.001), meaning that the Lab condition identified 
significantly more problems than the Forum condition. For 
the individual severity levels, Fisher’s exact test gives 
p<0.001 for the critical, p<0.001 for the serious and 
p=0.0687 for the cosmetic problems. Thus the Lab 
condition is significantly better for the critical and serious 
problems, but no significant difference for cosmetic ones. 

In the Lab condition we found all the 9 critical problems 
that were identified by the Forum. The serious problem 
from the Forum condition was also identified in the Lab 
condition, and 3 of the 5 cosmetic problems were also in 
common between the Lab and Forum. 

We spent just over 9 hours on the Forum condition 
compared to the 61 hours on the Lab condition. 

Lab vs. Diary 

The Diary condition revealed a total of 29 problems, 
consisting of 11 critical, 6 serious and 12 cosmetic. A 
Fisher’s exact test shows that the Lab condition identified 
significantly more problems than the Diary condition. For 
the severity levels, the Lab condition found significantly 
more critical (p=0.0036) and serious problems (p=0.013), 
whereas there was no significant difference for the cosmetic 
problems (p=1.00).  

Out of the 11 critical problems found with the diary 
condition, 9 were also revealed by the Lab condition. For 
the serious problems, 3 of the 6 Diary problems were also 
found in the Lab condition. Finally, 3 of the 12 cosmetic 
problems were also found with the Lab method.  

The time spent on the Diary condition was just under 19 
hours compared to the 61 hours in the Lab condition.  
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UCI vs. Forum 

The UCI and Forum conditions have 5 critical problems in 
common and did not find the same serious or cosmetic 
problems. A Fisher’s exact test reveals no significant 
difference (p=0.6639) in the total number of problems 
identified between the two methods. Thus we cannot 
identify any one of them as performing best overall. There 
is no significant difference for the severity levels either. 

We spent almost the same time on the UCI condition, just 
over 8 hours, and Forum conditions, just over 9 hours. 

UCI vs. Diary 

Using the UCI and Diary conditions we found 7 critical 
problems and 2 serious problems common for both 
methods. On the total number of problems identified we 
found a very significant difference (p=0.002), meaning that 
the Diary condition performed better than UCI. For the 
individual severity levels, the only significant difference 
was on cosmetic problems, where the Diary condition 
found more problems (p<0.001). 

We spent just under 19 hours on the Diary condition and 
just over 8 hours on the UCI condition.  

Forum vs. Diary 

With the Forum and Diary conditions we found 7 critical 
problems, 1 serious and 1 cosmetic problem common for 
both methods. The difference on the total number of 
problems identified is significant (p=0.0142), meaning that 
the Diary condition performed better than the Forum. For 
the three severity levels, there is no significant difference. 

We spent just under 19 hours on the Diary condition 
compared to just over 9 hours on the Forum condition. 

Task Completion 

For all 40 test participants the mean value of completed 
tasks is 8.9 out of 9. The only condition, in which not all 
tasks were completed, was UCI, where one test participant 
did not complete tasks 3 and 4, because that person had no 
understanding of a filter and how it worked. All participants 
completed the 9 tasks in the Lab condition, but the majority 
of participants experienced difficulties in completing tasks 
3, 6 and 7. For task 3 and 7, it was caused by limited or no 
understanding of filters, and for task 6, it was a difference 
compared to Outlook that confused some users. 

Task Completion Time 

Table 4 gives an overview of the average time spent 
completing all tasks. For tasks 1-9 the most significant 
difference is between the Forum and UCI conditions. 
Participants in the Forum spent 15.45 (SD=5.83) minutes 
completing all 9 tasks, whereas UCI participants spent 
34.45 (SD=14.33) minutes. In between we find the Lab 
condition, in which participants spent 24.24 (SD=6.3) 
minutes and the Diary with 32.57 (SD=28.32) minutes. 

The standard deviation emphasizes a considerable 
difference in the participants’ completion time for the Diary 

condition compared to the other conditions. The completion 
times varied from a minimum of about 4 minutes to 
complete tasks 1-9 up to a maximum of 99 minutes. 

Unique Problems 

Some of the problems we have identified were only found 
in one condition. Table 7 gives an overview of the number 
of problems identified in one test condition only. 

  Lab UCI Forum Diary Total 

Critical (21) 5 0 0 1 / 1 6 

Serious (17) 11 1 0 2 / 0 14 

Cosmetic (24) 7 0 2 9 / 3 18 

Total (62) 23 1 2 12 / 4 38 

Table 7. The number of problems identified during one test 

condition only. The numbers in parentheses are the total 

number of problems for each categorization and the numbers 

in bold are the number of unique problems identified using the 

diary during the extra days of task solving. 

From table 7 it is clear that the Lab test revealed many 
problems not found by any of the remote asynchronous 
conditions. 37% percent of the problems were identified 
only in the Lab condition. The majority of these are serious 
and 24% of all critical problems identified are only 
identified in the laboratory condition. Looking at all three 
severity categories, the unique Lab problems are primarily 
within the theme “Information”, cf. [21], i.e. problems 
where the participants were missing information or did not 
understand the information from the system as it was too 
technical. The UCI and Forum conditions, also being the 
ones revealing the smallest number of problems in total, 
have revealed 3 unique problems in total, none of them 
being critical. The diary has revealed even more unique 
cosmetic problems than the laboratory condition (9). The 
unique problems found via the Diary condition are 
distributed evenly over the different problem themes 
defined in [21]. 

The Lab condition identified 5 critical problems not found 
by any of the remote methods. Interestingly, this means that 
by combining the results from the UCI, Forum and Diary 
conditions, we have identified 16 of the total of 21 critical 
problems. The total time for all three remote conditions 
sums up to about 36 hours, which is just over half of the 
time spent on the Lab condition. 

Differences between Severity Ratings 

All the users in the three remote conditions received the 
same instructions on rating of the severity of usability 
problems. We explained it to the users as categories, but 
they translate directly into a standard three-level severity 
rating scale. In this section, we examine whether it was 
possible for the participants from the remote conditions to 
categorise the problems properly. Table 8 shows how the 
participants’ severity ratings corresponded to the ones made 
by the evaluators. 
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 UCI   

(13) 

Forum 

(15) 

Diary 

(29) 

 # % # % # % 

Same categorisation 10 77 10 66 13 45 

No categorisation 0 0 4 27 11 38 

Lower participant 

categorisation  

1 8 1 7 2 7 

Higher participant 

categorisation 

2 15 0 0 3 10 

Total 13 100 15 100 29 100 

Table 8. Number of problems, where the participants’ 

categorisations did or did not match those done by the 

evaluators.  

The most structured method of the three, UCI, was the one 
where the severity ratings best matched the ones made by 
the evaluators. In this case, the ratings of only 3 of the 13 
problems (23%) did not match, and all problems were rated. 
The reason for this was that it was not possible to report a 
problem without a severity rating. In the Diary condition, as 
many as 11 out of 29 (38%) problems were not rated. The 
Forum method is, like the Diary, a more unstructured 
approach than UCI. In this condition, 5 problems out of 15 
(34%) were not categorized similarly, including problems 
without a rating. 

Differences in Problems 

We have seen a difference in the problem themes identified 
using the different methods. The critical problems identified 
using the asynchronous methods are primarily of the theme 
“User’s Mental Model”, cf. [21]. In the Lab condition many 
such problems are also identified. What is typical about 
these problems are, that the participants’ logic is not 
consistent with the logic of the system. We can also see that 
the Lab condition has facilitated the identification of many 
“information” problems (13), as opposed to the 
asynchronous conditions. These problems are mainly 
concerning lack of information or information that is not 
understandable by the user and confirm the value of the 
think-aloud protocol in the Lab condition.  

DISCUSSION 

With the three remote asynchronous methods we have 
studied, detailed analysis of usability problems is replaced 
with an activity where descriptions made by the users are 
transformed into a list of usability problems. With UCI, this 
transformation was very simple. You could almost “copy-
paste” several of the users’ descriptions directly into the 
problem list. This also corresponds to the findings of others 
[6]. The reason is undoubtedly that the participants were 
forced to fill out certain fields and thereby provide specific 
information. The output from the forum also required very 
little work, but the quality differed considerably. The idea 
of the forum was to allow participants to discuss the 
problems collaboratively. Thereby, we hoped to achieve a 
richer description of each problem. This required actual 

discussion to take place, which was very limited. The 
problems that were discussed did, however, give a clearer 
understanding of especially what led to a given problem. 
The longitudinal aspect of the Diary condition was intended 
to give the participants a better basis for problem 
identification and reporting and enable them to identify 
problems that were only identifiable during longer use of 
the program. The problem descriptions did not improve 
over time and the extra four days only provided a total of 7 
problems, only 4 of these being unique for the Diary 
condition. The unstructured nature of the diaries required a 
greater amount of interpretation resulting in a more 
pronounced evaluator effect and considerably more time 
spent on analysis. 

The research literature on remote asynchronous usability 
testing is limited. Therefore, we have only few possibilities 
for comparison our results with others. The benefits of the 
UCI method have been identified before [6]. With this 
method, we identified only one cosmetic problem. A similar 
tendency is reported in [1]. On the number of problem 
identified with UCI, there are some remarkable differences. 
We found 28% of the problems found in the laboratory 
condition. This is close to a previous result of 37% [1], but 
very different from earlier results of 76% [6] and 60% [31]. 
This may be due to the difference in training, as we, like 
[1], have given the participants written instructions. [6] 
used video training and exercises as well, and [31] used an 
online training tool.  

The only reference on the Forum method has no 
information about the number of problems identified and 
the resources spent [20]. In a recent study [18], 2 forums 
were used to evaluate the user experience with two different 
versions of the same game. The two forums worked out 
differently, with one producing more relevant and detailed 
information than the other. The reason seemed to be that 
they started out differently. Based on that study and the one 
reported in this paper, we would suggest the Forum method 
should be extended with a moderator to ensure a good start, 
enough details in the descriptions and ratings of severity. 

Research on the Diary method is very limited. The single 
reference [30] we have found has no results or comments 
about how well the method performed. In our study, the 
Diary condition required more time for analysis. This could, 
however, be reduced if the diary was combined with the 
problem reporting format that is used with UCI, but that 
would change the whole idea of the diary. 

Another difference between the Lab and the three remote 
asynchronous conditions is the training of users. We 
received very few useless descriptions from our users, but 
as emphasized above the number of problems identified 
was lower than those reported from some of the other 
studies. It would be interesting to experiment with the effect 
of different training formats and materials. 

One of the difficulties in our study was that we did not 
observe the participants in the remote conditions. This is in 



 

74 

 

line with the philosophy of the methods, but the 
consequence is that we have missed information about their 
task solving process. It also means that the task completion 
times have to be read with great caution. 

The number of usability problems identified is a key 
element in our comparison of the different conditions. This 
is typical in the research literature on method comparisons. 
It would be relevant to compare based on other measures, 
e.g. the method’s ability to reveal the users’ understanding 
of the system or the usefulness of the problems identified. 

The Lab condition has been used as a benchmark, although 
it has limited influence in practice. The reason is to 
facilitate comparison with related work. It would be 
interesting to conduct a follow-up study where the remote 
conditions are compared to more modern approaches. 

Our study was based on a system that was a finished 
product. A main challenge for usability engineering is to 
conduct testing early in the development process. This may 
be more difficult with a remote asynchronous method, 
because the users are on their own with no possibility of 
getting support with a system that is not fully functional. 

CONCLUSIONS 

This paper has reported from an empirical study of three 
remote asynchronous usability testing methods. The 
methods were compared to each other and to a classical 
laboratory-based approach. On the overall level, the three 
remote methods performed significantly below the classical 
lab test in terms of the number of usability problems 
identified. For critical and serious problems, the Diary 
condition, which was the best of the remote methods, 
identified only half of the problems found in the Lab 
condition. The other two remote methods performed 
similarly for critical problems but worse for serious 
problems. This may seem disappointing. Yet two of the 
remote methods produced these results with an effort that 
only amounted to about 13% of what the lab test took. The 
diary method took more time but still only about 30%. 

This makes the remote methods an appealing possibility for 
many software projects. It is often highly relevant to get a 
cheap usability test although it is not complete. In that case, 
one of the remote tests would be an interesting possibility. 
In addition, the remote methods seemed to complement 
each other, thus a combination of two or all three is a cost-
effective solution. 

Our study is limited in a number of ways. The number of 
test subjects in each condition was only 10 persons. This 
number could have been higher, but it is quite typical for 
method experiments. The users in the study were university 
students. This may introduce a bias as they may be more 
used to make and report assessments. 

The results convey a number of interesting directions for 
future work. First of all, it would be interesting to try the 
methods out in real software projects with ordinary users. A 

mere replication would also be highly relevant because of 
the limited amount of experimental data about remote 
methods. This could involve improvement of each method 
based on our experience. The basis for comparison could 
also be extended with a more modern approach where the 
test monitor is directly involved in the identification of 
usability problems. 
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ABSTRACT 

Remote asynchronous usability testing involves users 
directly in reporting usability problems. Most studies of this 
approach employ predefined tasks to ensure that users 
experience specific aspects of the system, whereas other 
studies use no task assignments. Yet the effect of using 
predefined tasks is still to be uncovered. There is also 
limited research on instructions for users in identifying 
usability problems. This paper reports from a comparative 
study of the effect of task assignments and instruction types 
on the problems identified in remote asynchronous usability 
testing of a website for information retrieval, involving 53 
prospective users. The results show that users solving 
predefined tasks identified significantly more usability 
problems with a significantly higher level of agreement 
than those working on their own authentic tasks. Moreover, 
users that were instructed by means of examples of 
usability problems identified significantly more usability 
problems than those who received a conceptual definition 
of usability problems. 

Author Keywords 

Remote testing, asynchronous testing, usability testing, task 
assignments, instruction types, empirical study. 

ACM Classification Keywords 
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INTRODUCTION 

Remote usability testing has been promoted as a solution to 
key logistic challenges in conventional usability testing, 
because it enables evaluators to be “separated in space 
and/or time from users” [7]. The first methods were 
presented about 15 years ago, and some empirical studies 
were conducted [13]. More recently, it has been 
demonstrated that remote synchronous usability testing 
performs similarly to conventional user-based testing in a 

laboratory [25] while reducing main logistical challenges, 
most notably the need to get users to the lab [4, 12]. 
Unfortunately, the synchronous approach does not resolve 
the classical challenge of traversing hours of video 
recordings to identify usability problems [19]. 

The asynchronous approach moves remote usability testing 
a step further by involving prospective users. They identify 
and describe usability problems while using the system that 
is being tested. The asynchronous approach has strong 
advantages; in particular it reduces the time spent by the 
evaluators considerably. Yet there are still challenges that 
must be resolved before it can produce results that are 
comparable to conventional and remote synchronous 
approaches [2, 5]. Here, we focus on two challenges. 

First, most studies of remote asynchronous methods employ 
task assignments to ensure that the users experience certain 
aspects of the system [2, 5, 6, 7, 12]. Yet considerable 
knowledge of the usage domain is needed to define good 
task assignments [11, 16], and predefined tasks compromise 
validity, because users are forced into artificial usage 
situations [3]. Alternatively, users could work with their 
own authentic tasks while reporting usability problems. 

Second, some type of instruction is needed to enable users 
to report usability problems. Training users in this complex 
task is challenging. Early studies of remote asynchronous 
testing involved extensive training with instructors and 
users physically present together [6, 7, 28]. Yet that 
solution contradicts the whole idea of remote testing. 
Alternatively, users could receive written instructions over 
the Internet [2]. 

This paper presents a comparative study with the aim of 
examining the effect of task assignments and instruction 
types on the number of identified problems and problem 
variability within a remote asynchronous usability test. In 
the following section, we provide the theoretical 
background for the study and formulate five hypotheses for 
the study. Then we present an overview of related work on 
remote asynchronous testing related to these hypotheses. 
This is followed by a description of the experimental 
method applied in the study. The next section presents the 
results of the study. Then we discuss the findings and 
compare them to related work. Finally we provide the 
conclusion. 
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BACKGROUND AND HYPOTHESES 

This section discusses practical guidance and theories 
related to task assignments and instruction types. The 
discussion is summarized in a set of hypotheses. 

Task Assignments 

For many years one of the most disputed guidelines related 
to usability testing in practice is the number of users needed 
to achieve a satisfactory outcome [17]. Lindgaard and 
Chattratichart analysed usability reports written by nine 
professional usability teams that tested the same interface. 
Their findings show no significant correlation between the 
number of users and the number of severe problems 
identified. However, there was a significant correlation 
between the number of tasks and the number of problems 
identified where higher task coverage causes a higher 
number of problems to be identified [20]. This indicates 
that task coverage has more impact on the number of 
identified usability problems than the number of test users. 

Hertzum and Jacobsen reviewed eleven research papers to 
examine whether the impact of the evaluator effect could be 
dismissed as mere chance. The results in reviewed studies 
indicate that a vague goal analysis, which includes design 
of task assignments, causes increased variability in the set 
of problems identified by evaluators [13]. This in turn leads 
to a low any-two agreement. 

Based on these research results, we have defined the 
following hypotheses regarding task assignments: 

H1: Conditions with higher task coverage reveal more 
usability problems than conditions with lower task 
coverage.  

H2: Conditions with no predefined tasks introduce more 
variability in identified usability problems compared to 
conditions based on predefined tasks. 

Instruction Types 

When users become directly involved in usability testing, 
they need training in identifying usability problems. If the 
training requires the users to come to a physical meeting, 
like in [6, 7, 28], it defies the very purpose of remote 
usability testing. There is little research on which 
instructions to apply as no previous studies have focused 
explicitly on the effect of different types of instructions in a 
remote setting. It is more in line with the idea of remote 
testing, if the instructions are delivered over the Internet, 
and they must be clear without being burdensome as users 
are interested in getting their work done as quickly as 
possible [7, 15, 26]. In our study, we distinguish between 
deductive and inductive instructions [9]. 

Deductive instructions reflect a classical way of conveying 
information, e.g. in engineering and science [24]. The 
teacher presents a general rule (or definition) to be learned, 
after which the learners reason on observations or examples 
that fit within the rule. Thus learners are told up front 

exactly what they need to know, which makes it a 
straightforward and well-structured approach to teaching. 

Inductive instructions cover several approaches, including 
problem-based learning and discovery learning, which 
share the same underlying principle [24]. Specific 
observations or examples are presented initially, and then 
learners infer the general rule [24]. The examples must be 
familiar to the learners in order to create the best possible 
conditions for them to assimilate the new knowledge within 
their existing knowledge structures [24]. It has been argued 
that inductive instructions motivate learners to a greater 
degree than traditional deductive instructions hereby 
making induction more effective with respect to learning 
outcome [9, 24]. However, inductive instructions may also 
cause students to infer the wrong rule or the rule may be too 
narrow in its application [29]. This is a consequence if the 
examples are too few, narrow and not concise enough [9]. 

Combined deductive and inductive instructions is the third 
option. Some learners are best stimulated by deductive 
instructions while others prefer induction [9], thus an 
obvious idea is to combine them to stimulate both types. 

Based on these theoretical considerations, we have defined 
the following hypotheses regarding instruction types: 

H3: A) Inductive instructions cause users to identify more 
problems than by deduction. B) Instructions based on a 
combination of deduction and induction cause users to 
identify more problems than those receiving pure inductive 
or deductive instructions. 

H4: Inductive instructions introduce the bias that users 
identify problems of the same category as the examples. 

H5: Instructions based on a combination of induction and 
deduction will be preferred over the individual types. 

RELATED WORK 

This section presents related empirical work on remote 
asynchronous methods. The discussion is structured by our 
focus on the use of task assignments and the instruction 
types employed to train users in identifying usability 
problems. Table 1 provides an overview of the literature. 

 

Instruction type 

Task assignments 

Tasks No tasks 

Deductive   

Inductive 6, 7, 12  

Combined deductive and 

inductive 
5  

Not explicit 2, 21, 28 1, 3 

No training 30, 31 27 

Table 1: Overview of related work categorized according to 

our focus on task assignments and instruction types. 

Three papers, based on the same study, describe training of 
users with an inductive approach based on specific 
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examples. This was done through a video presentation and 
hands-on exercises where the users were physically present 
[6, 7, 12]. In relation to task assignment, users were given 6 
tasks to solve while participating. The objective in this 
study was to develop a remote asynchronous method, 
known as user-reported critical incidents (UCI), and 
investigate its feasibility. The effectiveness of an example-
based video and hands-on exercise is compared between 
two groups of users. The type of instruction did not reveal 
any differences with respect to the number of usability 
problems identified. 

A single study based user training on a combination of 
deductive and inductive instructions by providing learners 
with a definition of what a usability problem is and then 
showing examples [5]. The experiment required the users to 
solve 9 tasks. Training was done through written 
instructions sent to the users over the Internet. 

Three studies do not state explicitly which instruction type 
they employ for user training. All three experiments are 
based on users solving tasks with given systems. Two of 
these study the effectiveness of the UCI method compared 
to a conventional lab setting [2, 28]. In [2], users were 
given 9 tasks to solve. In [28], the total number of tasks 
given is not mentioned. The final paper in this category 
describes a comparative study of a remote asynchronous 
method and a laboratory based method [21]. In this case the 
focus is not the UCI method but rather on a more open-
ended reporting format. The users solved 5 tasks. 

Two studies are not based on task solving. They are not 
explicit on the instruction type used. One of these focuses 
on evaluating the feasibility of the UCI method by 
comparing this to laboratory testing [3]. The other paper in 
this category is a comparative study of a remote 
asynchronous method and laboratory and expert inspection 
methods [1]. That paper does not study the UCI method but 
focus on a more open-ended reporting format.  

Two papers describe remote usability studies in which users 
did not receive training in problem identification. In [31], 
auto logging, used for a formative test, is compared to of a 
traditional lab test. Yet the number of tasks is not reported. 
In [30], the effect of letting users fill in closed or semi-
closed questionnaires based on customized frameworks was 
studied. The users solved 17 tasks. 

In the last study, the users did not receive any training in 
identifying usability problems nor did they solve any tasks 
while testing systems. The users filled in a closed 
questionnaire based on a customized framework [27].  

The research reviewed above primarily comprises 
feasibility studies of the performance of remote 
asynchronous methods compared to user-based laboratory 
testing or expert inspections. Only one of the studies 
focuses on different instructions. They compare an 
example-based video and a set of hands-on exercises [6]. 
This is, however, outside our aim of comparing inductive, 

deductive and combined instructions, because both of their 
types of are inductive and users were physically present 
during the training sessions. There is more research on task 
assignments as 9 papers provide tasks for users to solve 
while 3 papers do not. However, none of them compare 
conditions with and without task assignments. 

METHOD 

This section describes the method of our experiment. It 
included six remote asynchronous conditions. A 
conventional laboratory-based test [25] was used as a 
benchmark as this is common practice in usability testing 
research. The seven conditions are described below and 
summarized in Table 2. 

 Tasks No tasks 

Deductive DT (n=8) DN (n=8) 

Inductive IT (n=7) IN (n=6) 

Deductive & Inductive DIT (n=8) DIN (n=6) 

Laboratory testing LAB (n=10)  

Table 2: Overview of the seven conditions (n=number of 

participants). 

Task Assignments 

The use of task assignments was one independent variable 
in the experiment. 

Tasks. The test participants in three of the remote 
conditions received nine predefined task assignments to 
solve while using the system. These conditions are denoted 
as DT, IT and DIT (T for ‘Task’) and appear in the left 
hand column of Table 2. The tasks were derived from an 
interview with a manager and a secretary from the 
application domain. Each participant received a list with the 
nine tasks appearing in randomized order. The participants 
were asked to solve these tasks within four weeks and 
report the usability problems they had experienced. 

No tasks. In the other three remote conditions, no 
predefined tasks were given. These conditions are denoted 
as DN, IN and DIN (N for ‘No task’) and appear in the right 
hand column of Table 2. The participants were asked to 
report the usability problems they experienced during their 
daily use, i.e. when using the system for their own 
purposes, and do it within a timeframe of four weeks. 

Instruction Types 

The instruction type was the other independent variable in 
the experiment. In all remote conditions, the participants 
received written instructions for training them in 
identification of usability problems. Above, it was 
emphasized that instructions provided remotely must be 
simple [7, 15, 26]. Therefore, the instructions were limited 
to a half page. 

Deductive instructions. The test participants in two of the 
remote conditions received deductive instructions. These 
conditions are denoted as DT and DN (D for ‘Deductive’) 
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and appear in the first row of Table 2.  For these conditions, 
we devised a purely deductive instruction by providing the 
general rule in the form of a conceptual definition of what a 
usability problem is. The definition was an inverted 
definition of a usable system as defined by Molich, cf. [22], 
combined with 1-2 lines of clarification for each of the 
following elements: “Not useful”, “Difficult to learn”, 
“Difficult to remember”, “Ineffective to use” and 
“Unsatisfying to use”. 

Inductive instructions. The test participants in two of the 
remote conditions received inductive instructions. These 
conditions are denoted as IT and IN (I for ‘Inductive’) and 
appear in the second row of Table 2. For these conditions, 
we provided examples of usability problems but no 
definition. The participants were expected to use the 
examples to derive the general rule of what a usability 
problem is. We gave two examples of usability problems 
related to consistency and affordance; cf. [23] for 
description of these categories of usability problems. We 
chose to provide one example from Facebook and one from 
MS Word as the participants were familiar with these 
systems. According to the theory of inductive learning, 
these examples could fit into existing mental structures. 

Combined deductive and inductive instructions. The test 
participants in two of the remote conditions received a 
combination of the deductive and inductive instructions. 
These conditions are denoted as DIT and DIN (DI for 
‘Deductive and inductive’) and appear in the third row of 
Table 2. For these conditions, we combined the deductive 
and inductive instructions to form one page of instructions. 

System 

The system that was tested in the experiment was a website 
for a school in a university that offers a range of educations 
in information technology (www.sict.aau.dk). The website 
provides information about study regulations, educations, 
exams, study board members, contact information, campus 
maps etc. The majority of functionality on the core website 
enables students to retrieve information about educations, 
organization etc., and that is the part we tested. There are 
links to other websites with more interactive functions that 
we did not test, e.g. signing up for exams. 

Participants 

The participants in the experiment were students from 
various graduate and under-graduate educations in 
computer science, software engineering, informatics and 
other ICT related areas. Recruitment was done via an online 
screening survey sent to all students in the school. We 
promised the students that their participation in the 
experiment would only take a limited amount of time (a 
total of 1 hour). Through the survey, we collected 
demographic information such as education, age, sex and 
experience in using the system to be tested.  

73 students responded to the survey. To limit the effort for 
each student, we decided to conduct a between-subjects 
experiment. They were evenly distributed over all 
conditions based on their demographic profiles. 

53 participants completed the experiment. Thus the dropout 
rate was 24%, which is the same drop-off rate as reported in 
[30]. Table 2 shows the distribution of the 53 participants 
on the seven conditions. All participants received a gift. 

Procedure for the Remote Conditions 

For the remote conditions, we decided to use the UCI 
method, because it had demonstrated the best performance 
among existing remote asynchronous methods [5].  

The participants received instructions as described above. 
Reminders were sent once every week, and participants 
who had not reported any problems were sent a reminder 
before the end of the period. This was done because a 
previous study has described problems with participants not 
reporting, which was attributed to the researchers failing to 
send reminders during the experiment [18]. 

Setting 

The participants were not required to work with the system 
in a specific setting. They worked at home or at the 
university using their own computers. 

Procedure and Data Collection 

In accordance with the UCI method, participants were 
instructed to report any usability problem they found on the 
website as soon as they discovered it. This was done using a 
web-based report form that was programmed using PHP, 
JavaScript and a MySql database. The participants received 
a unique login and a link to the online report form. The 
participants in the DT, IT and DIT conditions also received 
their list with task assignments. 

When the participants logged in, they were presented with 
the instructions pertaining to their specific condition. When 
they had finished reading, they pressed the “Start” button 
and were redirected to the report form. The form was 
similar to that used in other UCI experiments [5, 6, 7, 12]. 

The following points had to be answered using this form: 
Task (only for the IT, DT and DIT conditions), title of the 
webpage in which the problem occurred, intention, 
expectation, problem description, problem work-around and 
problem severity. At the bottom of the form, there was a 
submit button. When it was pressed, the data were saved in 
the MySQL database and the form was reset, ready for a 
new entry. The form was running in a separate browser 
window, so the participants toggled between the windows 
each time they encountered a problem. 

Procedure for the Laboratory Condition 

For the lab condition, we conducted a conventional user-
based testing, cf. [25]. It was not conducted by the authors 
of this paper. 
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Setting 

The test was conducted in a state-of-the art usability 
laboratory. In the test room, the test participant sat in front 
of the computer and next to her/him was a test monitor 
whose primary task was to ensure that the test participant 
was thinking aloud.  

Procedure and Data Collection 

The test participants were introduced to the test sequence 
and the concept of thinking aloud by the test monitor. We 
scheduled one hour per participant. The participants had to 
solve the nine tasks that were used in the DT, IT and DIT 
conditions while thinking aloud. Each participant received 
the nine tasks in randomized order. A video of the 
computer’s desktop and a small picture of the participants’ 
face were recorded. 

Data Analysis 

The data analysis was conducted by the two authors of this 
paper and four external evaluators who did not otherwise 
take part in the experiment. All six analysed the data from 
the remote conditions and three of them also analysed the 
video material from the lab test. 

All data was collected before conducting the analysis. It 
consisted of 53 data sets (10 videos and 43 problem 
reports). Each data set was given a unique identifier, and a 
random list was generated for each evaluator, defining the 
order of analysis for all data sets. This was done to reduce 
an ordering bias. Each evaluator analysed all the data sets 
alone, one at a time. For the lab condition, the videos were 
thoroughly analysed trough a classical video analysis. 

The data sets from the six remote conditions were analysed 
by reading one problem report at a time. By using only the 
information available in the users’ problem description, it 
was transformed into a usability problem description. If 
necessary, the website was checked to get a better 
understanding of the problem.   

Problem reports from the remote conditions were validated 
by considering the comprehensiveness of the wording, i.e. 
that the problem was formulated in such a way that we 
could understand the problem and locate it in the user 
interface. This is similar to the validation procedure 
described in [3]. If a description could not be translated into 
a meaningful problem in short time or the problem could 
not be identified using the website, the problem was not 
included in the problem list. During the analysis, the 
evaluators also rated the severity of the problems by using 
the categories of critical, serious and cosmetic. 

Each evaluator created a problem list containing problems 
from all data sets. These lists were merged to form a joint 
problem list for all evaluators. In case of disagreement, it 
was negotiated by referring to the website and the original 
data until agreement was reached. Severity ratings in the 
joined lists were made by using the most serious rating. The 

resulting problem list included a detailed description of 
each usability problem. 

The evaluators identified 42 usability problems in total (15 
critical, 15 serious and 12 cosmetic). Thirty-eight instances 
from the UCI problem reports could not be turned into 
problems as they were impossible to understand. Of these, 6 
were from the DT condition, 9 from DN, 10 from IT, 5 
from IN, 3 from DIT and 5 from DIN. A Kappa inter-rater 
reliability measure shows a fair agreement (0.4<=p<=0.56) 
between evaluators on these 38 instances [10]. This 
agreement may seem low, but for a complex task like 
usability problem identification, it is actually at the better 
end of the scale [13]. 

RESULTS 

In this section, we present our findings on the effect of 
using task assignments and different instruction types on 
the outcome of a remote asynchronous usability testing. 

Effect of Task Assignments 

The left hand box plots in Figure 1 provides an overview of 
the number of tasks solved per participant in pooled non-
task based and task based conditions. For the task-based 
conditions we asked all participants to solve the 9 tasks 
provided. However, in case of non-task based conditions, 
we have no information about the total number of tasks that 
each participant tried to solve. An approximation can be 
derived through the data given in participants’ problem 
descriptions, but this does not include information on 
whether a task was attempted solved, but no report of 
problems was generated. To make a fair comparison 
between the task based and non-task based conditions, we 
base all numbers of solved tasks only on the data given in 
participants’ problem descriptions. 

       

Figure 1: Left - Number of tasks attempted solved per 

participant (reported in problem descriptions). Right - 

Number of problems found per participant. The circular 

points indicate outliers. 

The participants in the task-based conditions (DT/IT/DIT) 
attempted to solve a mean of 3.8 tasks (SD=1.96, n=23). In 
the non-task based (DN/IN/DIN) each participant attempted 
to solve a mean of 1.5 tasks (SD=1.04, n=19) when the 
outlier is removed (the circular point in Figure 1). A two-
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sample t-test reveals a highly significant difference (t=4.97, 
df=38, p<0.001) between these conditions. 

The right hand box plots in Figure 1 provides an overview 
of the number of problems identified per participant and 
shows that subjects in the task based conditions 
(DT/IT/DIT) generally identify more problems than in the 
non-task based (DN/IN/DIN). By removing the four 
outliers, each participant in DN/IN/DIN on average finds 
fewer problems (µ=2.16, SD=2.48, n=16) than in the 
DT/IT/DIT conditions (µ=6.67, SD=3.82, n=23). A two-
sample t-test indicates that this difference is highly 
significant (t=-4.67, df=39.644, p<0.001). Looking at the 
number of problems found per task reveals that users in the 
remote task based conditions identifies a mean of 1.83 
problems per task (SD=0.62) and that users in the non-task 
based settings on average finds 1.25 problems per task 
(SD=0.94). In this respect a two-sample t-test reveals no 
significant difference on this matter (t=-2.33, df=29.364, 
p>0.02). 

 Critical Serious Cosmetic Total 

DN/IN/DIN 

n=20 
4 6 3 13 (31) 

DT/IT/DIT 

n=23 
13 10 6 29 (69) 

LAB       

n=10 
12 13 11 36 (86) 

Total 15 15 12 42 (100) 

Table 3: Total number of problems found by pooling remote 

conditions with identical use of task assignments (n=number of 

participants). Numbers in parenthesis indicate percentage of 

the total. 

Table 3 provides an overview of the total number of 
problems identified within pooled task based, non-task 
based conditions and LAB. By giving remote participants 
task assignments they are able to identify a total of 29 
problems (69%) of which 13 are critical, 10 serious and 6 
cosmetic. By not providing any predefined tasks users 
report a total of 13 problems (31%) when the four outliers 
shown in the right hand box plot on Figure 1 are removed. 
Of these problems, 4 are critical, 6 serious and 3 cosmetic. 
In the LAB condition 36 problems were identified (86%) of 
which 12 are critical, 13 serious and 11 cosmetic.  

DT 

(n=21) 

DN 

(n=36) 

IT 

(n=28) 

IN 

(n=6) 

DIT 

(n=45) 

DIN 

(n=15) 

LAB 

(n=3) 

0.24 
(0.17) 

0.06 (0.2) 0.33 
(0.14) 

0.02 
(0.06) 

0.27 
(0.19) 

0.05 
(0.12) 

0.54 
(0.1) 

Table 4: Mean any-two agreement. Parentheses indicate 

standard deviations (n=number of unique pairs of 

users/evaluators). 

A Fishers exact test reveals highly significant differences in 
the total number of problems identified between remote 
task based and non-task based conditions (p<0.01). This 
also applies when comparing LAB and non-task based. 

However, we see no significant differences between remote 
task based conditions and LAB (p>0.1). This shows that by 
solving more tasks, participants identify significantly more 
problems. Yet, the number of problems found per task is 
similar performance between users in task based and non-
task based conditions. 

Problem Agreement 

Table 4 shows the mean any-two agreement between users 
reporting problems in each of the remote conditions and the 
three evaluators who analysed video data in the LAB 
condition. The highest any-two agreement is seen between 
the three evaluators in the conventional LAB condition 
(µ=0.54, SD=0.1). The remote conditions have lower 
agreement; user agreement in all the task based conditions 
is higher (µ=[0.24;0.27;0.33], SD=[0.14;0.17;0.19]) than 
between users in non-task based (µ=[0.02;0.05;0.06], 
SD=[0.06; 0.12;0.2]). A one-way ANOVA test of all means 
shows significant differences between one or more of the 
conditions (df-resid=147, F=13.09, p<0.001). A Tukey’s 
pair-wise comparison test reveals significant difference 
between all task based and non-task based conditions where 
0.001<p<0.03. There is no significant difference between 
the LAB and remote task based conditions. Thus, the non-
task based conditions cause users to have significantly less 
overlap in identified problems than in the task based and 
LAB conditions. 

 

Figure 2. Venn diagram illustrating problem agreement 

between LAB and remote conditions pooled according to 

identical use of task assignments. 

The agreement on the total number of usability problems 
identified across all conditions is illustrated in Figure 2. The 
pooled remote conditions identify 34 problems (the two 
bottom circles) with an agreement on 7 (21%). The remote 
task based conditions reveal 21 problems (61%) not found 
by the non-task based, while the latter uniquely identify 6 
problems (18%). A Kappa inter-rater measure shows a poor 
agreement between remote task-based and non-task based 
conditions (p<0.4) [10]. 

The non-task based conditions and LAB together (the 
bottom right and top circle) identify a total of 38 problems. 
In this case 10 problems are agreed upon (26%), the non-

6 

LAB 

DT/IT/DI DN/IN/DIN 

8 

4 2 1 

4 17 
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task based conditions uniquely find 3 problems (8%) and 
LAB uniquely finds 25 problems (66%). This corresponds 
to a poor Kappa agreement (p<0.4). 

The LAB and remote task based conditions together (the 
bottom left and top circle) identify a total of 40 problems 
with an agreement on 23 (58%). The remote task based 
conditions reveal 5 problems not found by LAB (12%), 
while LAB identifies uniquely identifies 12 problems 
(30%). This corresponds to a good Kappa agreement 
(0.57<=p<=0.75). Thus, findings reveal a good agreement 
between task-based settings and a poor agreement between 
task-based and non-task based. 

 

Figure 3: Number of problems found per participant in 

conditions pooled according to identical instruction type. The 

circular point indicates an outlier. 

Effect of Instruction Types 

The box plot in Figure 3 shows the number of problems 
identified per participant when pooling conditions with 
identical instruction types. Users who received deductive 
instructions identified fewer problems on average (µ=3.13, 
SD=3.67, n=16) than users receiving inductive instructions 
(µ=6.01, SD=3.26, n=13) or combined instructions 
(µ=5.31, SD=4.32, n=14).  

 Critical Serious Cosmetic Total 

DIN/DIT 

(n=14) 
10 9 6 25 (59) 

DN/DT 

(n=15) 
9 8 0 17 (40) 

IN/IT 

(n=13) 
13 10 6 29 (69) 

LAB 

(n=10) 
12 13 11 36 (86) 

Table 5: Total number of problems found by pooling remote 

conditions with identical instruction types (n=number of 

users). Numbers in parenthesis indicate percentage of the 

total. 

When removing the outlier in the DN/DT condition (the 
circular point in Figure 3), a one-way ANOVA test of all 
user means reveals significant differences between one or 
more of the pooled conditions (df-resid=40, F=4.968, 
p<0.02). A Tukey’s pair-wise comparison test indicates 
significant difference between the DN/DT and DIN/DIT 

conditions (p<0.05) as well as DN/DT and IN/IT (p<.0.02). 
The difference between the DIN/DIT and IN/IT conditions 
is not significant (p>0.1). Thus, the inductive or combined 
instruction types cause users to identify significantly more 
problems than instructions based on deduction.  

Table 5 shows the total number of problems identified in 
remote conditions pooled by identical instruction types and 
the LAB condition, when removing the outlier shown in 
Figure 3. For the remote settings, the inductive instructions 
reveal most problems (29) compared to deductive or 
combined instructions which uncover 17 and 25 problems 
respectively.  

A Fishers exact test reveals a significant difference in the 
total number of identified problems between the IN/IT and 
DN/DT conditions (df=1, p<0.02). There is no significant 
difference between IN/IT and DIN/DIT (df=1, p>0.1). 
Furthermore we see a significant difference between the 
LAB-DN/DT and LAB-DIN/DIT conditions (df=1, 
p<0.01). Thus conditions in which users received inductive 
instructions identified significantly more problems in total 
than conditions where users were given deductive 
instructions. 

Problem Types 

We examined the types of problems, cf. [23], identified in 
all conditions to uncover whether users who received 
inductive instructions were biased towards identifying 
problems of the same type as in the examples provided in 
the inductive instruction (affordance and consistency). This 
revealed no significant differences. 

Ratings of Instruction type 

Users in the remote conditions gave satisfaction ratings of 
the instructions on a 5 point Likert scale (1=lowest 
satisfaction, 5=highest satisfaction). Table 6 shows the 
median ratings pooled by instruction types.  

DN/DT (n=16) IN/IT (n=13) DIN/DIT (n=14) 

4 5 4 

Table 6: Median satisfaction ratings given on instruction types 

in remote conditions (n=number of participants). 

A non-parametric Kruskal Walis test shows a significant 
difference between ratings for the DN/DT and IN/IT 
conditions (χ2 = 4.4, df-con= 1, p<0.04) where induction is 
rated higher (median=5) than deduction (median=4). There 
is no significant difference between the DN/DT and 
DIN/DIT conditions (χ2=0.32, df-con = 1, p>0.5) and IN/IT 
and DIN/DIT (χ2=1.99, df-con=1, p>0.1). Thus, participants 
rate instructions based on induction higher than deduction 
or the combination of the two. 

DICUSSION 

In this section we discuss our findings in relation to the five 
hypotheses and related work. 
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H1: Tasks Solved and Problems Found 

H1: Conditions with higher task coverage reveal more 
usability problems than conditions with lower task 
coverage.  

We found that task assignments improve the outcome of 
remote asynchronous usability testing. Thus we accept H1. 
Participants in the non-task based conditions on average 
solved significantly fewer tasks and in turn identified 
significantly fewer usability problems than participants in 
the task based conditions. This has also been found in a 
conventional lab setting [20]. It should, however, be noted 
that the number of problems found per task is similar for 
the task based and non-task based conditions. 

We have not found studies of remote asynchronous testing 
that compare users solving predefined tasks with users 
working on their own problems. However, there are studies 
of either of these options. Three studies used no predefined 
tasks when comparing remote asynchronous methods to 
conventional lab or inspection methods. Two of these report 
that users applying remote methods identified between 67% 
and 73% of all problems [1, 27]- In the third, the users 
found more problems than the lab condition [3]. In our 
study we found that users in the pooled remote non-task 
based conditions found 31% of all problems, which is lower 
than the three studies. Unfortunately, none of these studies 
specify how many tasks the users solved. We found that 
participants solving more tasks identify more problems. If 
the users in the three studies solved more tasks than our 
users, that could explain the difference. 

Nine other studies of remote asynchronous testing have 
used predefined tasks. In four of these, users applying 
remote asynchronous testing found between 52% - 68% of 
all problems [6, 7, 12, 30]. This is comparable to our 
findings, where participants in the pooled task based 
conditions identified 69% of all problems. Five other 
studies report lower numbers as their users in remote task 
based conditions uncovered between 21%-47% of all 
problems [2, 5, 21, 28, 31]. Four of these latter studies are 
either not explicit on the instruction type applied for 
training users or have not provided any. This may explain 
the difference. 

H2: Task Assignments and Problem Variability  

H2: Conditions with no predefined tasks introduce more 
variability in identified usability problems compared to 
conditions based on predefined tasks. 

We found that lack of predefined task assignments 
increased the variation among the usability problems 
identified. Our results indicate that participants in remote 
non-task based conditions have a significantly lower any-
two agreement compared to participants in task based 
conditions and evaluators in the LAB condition. Thus we 
accept H2. This is consistent with a study concluding that a 
vague goal analysis causes an increased variability in the 
number of usability problems identified [13]. 

We found a good agreement between task-based settings 
and a poor agreement between task-based and non-task 
based. Thus users who did not receive predefined tasks had 
significantly less overlap in identified problems. All the 
participants who did not receive predefined tasks attempted 
to solve a total of 14 tasks. Four of these were similar to 
four of the 9 predefined tasks given to participants in task 
based conditions. Thus across all users, 10 tasks were 
uniquely solved in non-task based conditions, which gave a 
focus on other areas of the system, i.e. users in these 
conditions saw different parts of the website. This 
demonstrates that authentic system use fit well with 
exploratory tests where specific goals are missing. On the 
other hand, if there are specific areas of interest in an 
interface, users should be given predefined tasks to keep 
them within these limits. 

We have found five studies that report problem agreement 
with remote asynchronous testing. Two of these report an 
agreement of 20% and 31% between remote task based and 
lab conditions [21, 30]. A third study found an agreement of 
51% between a remote non-task based condition and expert 
inspection [27]. These results do not correspond to ours, as 
we have a higher agreement between remote task based and 
lab conditions (58%) and lower for of non-task based (8%). 
These differences may be caused by variations in 
instruction types [21] and lack of training [30, 27]. There is 
a higher correlation with related work for unique problems. 
Three studies report that, by merging problems found via 
task based remote conditions and lab, the remote conditions 
uniquely identify between 2% - 26% of all problems [2, 5, 
30]. We find similar results as, compared to the lab 
condition, the remote task based conditions uniquely 
identified 21% of the problems. 

H3 – Effectiveness of Inductive Instructions 

H3: A) Inductive instructions cause users to identify 
more problems than by deduction. B) Instructions based 
on a combination of deduction and induction cause 
users to identify more problems than those receiving 
pure inductive or deductive instructions. 

By pooling the remote conditions with identical instruction 
types we found that each participant on average identified 
significantly more problems when given inductive 
instructions compared to those who were given deductive. 
Thus we accept H3(A). 

The combination of deductive and inductive instructions 
also caused each participant to uncover significantly more 
problems than those who received deductive instructions 
only, which support H3(B). However, there was a tendency 
that the users receiving inductive instructions identified 
more problems than those who received the combination, 
but this difference was not significant. The latter finding 
ultimately causes us to reject H3(B). 

We have found four papers that explicitly describe the type 
of instruction given to users. Three of these are based on the 
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same study and compare the effectiveness of two types of 
inductive instructions conveyed in physical presence [6, 7, 
12]. The first of these is an example-based video. The 
second is a hands-on exercise. These two instructions are 
compared between two groups of users. The results did not 
reveal any differences in the number of problems identified. 
The users in the remote conditions identified 68% of the 
usability problems found in a conventional video-based 
analysis. This is similar to our findings where participants 
receiving inductive instructions, identified 69% of all 
problems. Another study used a combination of deductive 
and inductive instructions by presenting a definition of a 
usability problem and some examples [5]. The users trained 
this way were able to find between 21% and 47% of all 
problems, depending on the remote method applied. Our 
result for the similar condition was 59% of all problems. 

H4 –Bias towards Instruction type 

H4: Inductive instructions introduce the bias that users 
identify problems of the same category as the examples. 

We did not find that inductive instructions introduced a bias 
by causing users to infer a wrong rule or a rule too narrow 
in its application. Our inductive instruction provided two 
examples; one of an affordance problem and one of a 
consistency problem. Yet our results showed no significant 
differences that reflected a bias towards those two types of 
problems. Thus we reject H4.  

We have found a single paper that describes the types of 
problems identified by users in a remote asynchronous 
condition [1]. However, we do not know the instruction 
type applied and, therefore, we do not know whether the 
problems identified were the same type as eventual 
examples. 

H5 – Subjective Preferences of Instruction type 

H5: Instructions based on a combination of induction 
and deduction will be preferred over the individual 
types. 

We did not find that the combination of the deductive and 
inductive instruction types was preferred by the users. We 
measured the subjective satisfaction with the instruction 
types across the users in the remote conditions. We did not 
find significant differences between instructions based on a 
combination and instructions exclusively based on one of 
the types. Thus we reject H5. 

This result contradict advice in the literature which states 
that Instructions should be based on a combination of 
deduction and induction as this stimulates learners 
preferring either type [9]. An explanation why participants 
did not rate the combined instructions highest may be that 
such instructions results in more text which causes training 
to be more burdensome and time-consuming, which should 
be avoided in remote usability testing [7, 15, 26]. None of 
the studies in related work present findings on user ratings 
of instructions, hereby making a comparison to these 

impossible. It is also interesting that the users who received 
inductive instructions identified more problems than those 
receiving deductive or a combination thereof.  

CONCLUSION 

An increasing body of research demonstrates that remote 
asynchronous usability testing has promising benefits. 
However, there are still aspects that need to be developed. 
In this paper, we have presented a comparative empirical 
study of the effect of task assignments and instruction types 
on the result of a remote asynchronous usability test. The 
study joins a trend where mere method comparisons are 
replaced with practice-oriented studies of the effects of 
variations in method use. 

Our findings show that users receiving predefined tasks 
solved significantly more tasks, identified significantly 
more usability problems and had a significantly higher level 
of problem agreement than those working on their own 
authentic tasks. Not providing predefined tasks caused the 
users to identify more varied sets of problems than when 
predefined tasks were provided. Finally, users who were 
instructed by means of inductive examples of usability 
problems identified significantly more usability problems 
than users who were given a deductive conceptual 
definition, and the satisfaction rating for the inductive 
instruction was significantly higher. 

The results are limited by the type of website tested, which 
is mainly used for medium-regular information retrieval. 
Also, the sheer size of the website implies that different 
users may have experienced various parts that appear 
differently, this is particularly likely with the non-task 
users. Moreover, other types of users and systems may 
reveal different results, for example systems applied more 
frequently by expert users to solve more complex tasks. 

In the future it would be relevant to conduct similar 
experiments based on other types of systems and users. It 
would also be interesting to resolve the basic challenge of 
collecting more information about user activity in a remote 
asynchronous test. 
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8 Appendix B – Equations for Quality Criteria 
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